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ABSTRACT. The global asymptotic stability of the unique positive equilibrium
point and the rate of convergence of positive solutions of the system of two

recursive sequences has been studied recently. Here we generalize this study to
the system of p recursive sequences zgfll =A+ (J:;inl)mod(p)/:c£f+1)m0d(p)),
n=20,1,..., m,p € N, where A € (0, 4+00), m(jz are arbitrary positive numbers
fori=1,2,...,mand j = 1,2,...,p. We also give some numerical examples

to demonstrate the effectiveness of the results obtained.

1. Introduction. Difference equations are the essentials required to understand
even the simplest epidemiological model: the SIR-susceptible, infected, recovered-
model. This model is a compartmental model, which results in the basic difference
equation used to measure the actual reproduction number. It is this basic model
that helps us determine whether a pathogen is going to die out or whether we end up
having an epidemic. This is also the basis for more complex models, including the
SVIR, which requires a vaccinated state, which helps us to estimate the probability
of herd immunity.

There has been some recent interest in studying the qualitative analysis of differ-
ence equations and system of difference equations. Since the beginning of nineties
there has be considerable interest in studying systems of difference equations com-
posed by two or three rational difference equations (see, e.g., [4, 5, 6, 2, 8,9, 11, 10,
14, 15, 17, 19, 20] and the references therein). However, given the multiplicity of
factors involved in any epidemic, it will be important to study systems of difference
equations composed by many rational difference equations, which is what we will
do in this paper.

In [2], Devault et al. studied the boundedness, global stability and periodic
character of solutions of the difference equation

Tp+1 =p+ Inom (1)

n
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where m € {2,3,...}, p is positive and the initial conditions are positive numbers.
In [20], Zhang et al. investigated the behavior of the following symmetrical
system of difference equations

_ Ly —
xn+1:A+yn mv yn-‘r1:‘4—i_M (2)

n xn
where the parameter A is positive, the initial conditions x;, y; are arbitrary positive
numbers for i = —m, —m +1,...,0 and m € N. While this study is good, we note
that the authors did not investigate various device properties, such as the stability
nature, the rate of convergence and the asymptotic behavior.

Complement of the work above, in [8], Giimiig studied the global asymptotic
stability of positive equilibrium, the rate of convergence of positive solutions and he
presented some results about the general behavior of solutions of system (2). Our
aim in this paper is to generalize the results concerning equation (1) and system
(2) to the system of p nonlinear difference equations

23 23 21

(1) Lpm (2) . Lp—m (p) Lp—m
1*A+ (2) ) n+1 A+ (3) yeeey 1*A+ (1) ) n7m7p€N0
(3)
where A is a nonnegative constant and x(J) (ELH 1oe+ x(]i,méj),] =12,...,p

are positive real numbers.

The remainder of the paper is organized as follows. In Section (2), we introduce
some definitions and notations that will be needed in the sequel. Moreover, we
present, in Theorem (2.4), a result concerning the linearized stability that will be
useful in the main part of the paper. Section (3) discuses the behavior of positive
solutions of system (3) via semi-cycle analysis method. Furthermore, Section (4) is
devoted to study the local stability of the equilibrium points and the asymptotic
behavior of the solutions when 0 < A < 1,A =1 and A > 1. In Section (5), we
turn our attention to estimate the rate of convergence of a solution that converges
to the equilibrium point of the system (3) in the region of parameters described by
A > 1. Some numerical examples are carried out to support the analysis results in
Section (6). Section (7) summarizes the results of this work, draws conclusions and
give some interesting open problems for difference equations theory researchers.

2. Preliminaries. In this section we recall some definitions and results that will
be useful in our investigation, for more details see [3, 7, 14, 13].

Definition 2.1. (see, [14]) A ‘string’ of sequential terms {m,(f), ) b > -1,

v < 400 is said to be a positive semi-cycle if xgj) > W, i€ {p...,v}, x( D < 20)
and x(ﬁl <z0), je{1,2,...,p}.
A ‘string’ of sequential terms {x(j) ...,zzc,(jj)}7 pw > —1, v < 400 is said to be

()

a negative semi-cycle if V) < 2D, i € {u,...,v}, xl(jll > 20) and x(J) > 20,

] 6{1,2,...,]9}.

A ‘string’ of sequential terms {( M @ (p)), N M 2P S/p))}, W=

LTI SV Ty Ty e, T

—1, v < 400 is said to be a positive semi-cycle (resp. negative semi-cycle) if if

{x&l), . ,xl(,l)},. . {xﬁf’), .. (p)} are positive semi-cycles (resp. negative semi-
cycles).

A ‘string’ of sequential terms {( ) x&p)) A ( W 2@ xl(/p))}, =

Ty Th e Ty Ty ey

—1, v < 4+ is said to be a positive semi-cycle (resp. negative semi-cycle) with
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respect to x(Q) and negative semi-cycle (resp. positive semi-cycle) with respect
to x ) if {x(q) .. (q)} is a positive semi-cycle (resp. negative semi-cycle) and
{xu ,...,x,, } is a negatlve semi-cycle (resp. positive semi-cycle).

Definition 2.2. (see, [14]) A function 2 oscillates about z(@ if for every £ € N
there exist u,v € N, u > &, v > £ such that

(2P —2@) (@) —2®) <0, i=1,2,...,p.

We say that a solution {x%l),xg), ..,xﬁf’ )} of system (3) oscillates about
n>—m

(M, 2@, ... z®) if 22 oscillates about 2@, q € {1,2,...,p}.

Let f, f@ . @) be p continuously differentiable functions:

FO I < B s o I S IR =12, p,
where I;, i=1,2,...,p are some intervals of real numbers. Consider the system
of difference equations
1 1 1 1 2 2
mgl-‘?-l = f(l) (3712)737&_)17"-5:622]@5:551)’ 2)17"'7 £L>k7 x7(’bp)7 szp>1a'--7x§1pzk)
2 1 1 1 2 2 2
‘r'(nll = f(Z) (xgm)yxslllv'--v gl)kvxgb)a 2)17'”7 £L>k7 :C?(’Lmv £Lp>1a'--7x§1pjk)
2P = @ (mﬁf) TR e L L ) LB ff’)k)

where n, k € Ny, ( QL,x(ZLH, ..,:L'éi)) € IikH, 1=1,2,...,p.
Define the map

FoIM s I s o D pFPD s IR s piD

by
FW) = (fSP ), fO w0 ), (@ w0, 12w,
SO W), P W P W, P ),
where
T
1 1 2 2
W = (ué)7u§)7...,u( ) u((J)7 :(L),...,ugc) u(()p),ugp),...7u,(€p)) ,

W) = o), fOw) =uf) W) = =12,
Let

Lyt T Ty gy Ty gy e s Ty 5 Tp e e ey Ty -

W, = (mg),xglh... 1) 22 2 2) (p) 2P " p)k)T

Then, we can easily see that system (4) is equivalent to the following system written
in vector form

Wn+1 = F(Wn), n € Np. (5)
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Definition 2.3. (see, [13]) Let (z(1), 23 ... z(®)) be an equilibrium point of
the map F where f® 4 = 1,2,...,p are continuously differentiable functions
at (z(, () ... 2(®). The linearized system of (3) about the equilibrium point
( 2. 7®, . 20) is
Xoi1 = F(X,) = BX,,

where X, = (a0, 2l a0 o o, a0 a,)"

and B is a Jacobian matrix of the system (3) about the equilibrium point (z(1), 2(2),
z(®)),

Theorem 2.4. (see, [13])

1. If all the eigenvalues of the Jacobian matrix B lie in the open unit disk || < 1,
then the equilibrium point X of system (3) is asymptotically stable.

2. If at least one eigenvalue of the Jacobian matriz B has absolute value greater
than one, then the equilibrium point X of system (3) is unstable.

3. Semi-cycle analysis. In this section, we discuss the behavior of positive solu-
tions of system (3) via semi-cycle analysis method. It is easy to see that system (3)

has a unique positive equilibrium point (W7 2@, ,ﬁ) =(A+1,A+1,... A+
1).
(2)

Lemma 3.1. Let {(a:n ,xn ) )}n> m be a solution to system (3) Then,
ezther {(xn ,xg), .. )}n> m conszsts of a single semi-cycle or {(a:n ,xﬁf), ol

s —m osczllates about the equilibrium (z,z®) ... 2®)) = (A+1,A+1,...,
A + 1) with semi-cycles having at most m terms.

Proof. Suppose that {(acn ,xg), .. x;”))}@,m has at least two semi-cycles. Then,

there exists ng > —m such that elther
(J)<A+1<az()+1orx( 1<A—i—1<ac(), i=12,...,p
(4)

We suppose the first case, that is, x(J) <A+1<wx,; ;. The other case is similar
and will be omitted. Assume that the positive semi-cycle beginning with the term

(x £Llo)+1’ xfo)ﬂ, e ,ngg)ﬂ) have m terms. In this case we have
e <Av1<a¥ 0 i=12..,p

So, we get from system (3)

" LU )mod(p)
— no N
Tyime1 = A+ (j+1)mod(p)<A—|—1, j=12....p
no+m
The Lemma is proved. O
Lemma 3.2. Let {(a:n ) 2P, ,x%p))}nz_m be a solution to system (3) which has

— 1 sequential semi-cycles of length one. Then, every semi-cycle after this point
is of length one.

Proof. Assume that there exists ng > —m such that either

2@ a9 a0 < Aav1 <D e D) i=1,2...,p, (6)

Lrg o no+2 »Fno+mo
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or
xgzjo)+1,$£zjo)+3a--- 51]0)+m <A+1< xgljo)v 53)-',- 7~-~7$51jo)+m—1a i=12,...,p. (7)

We will prove the case (6). The case (7) Is identical and will not be included.
According to system (3) we obtain

) 5L]'+1)mod(p)
— 4no -
Lno+m+1 = A+ (j+1)mod(p) < A+1> J = 172a-~-7pa
no+m
and
@ 2 Dmodr)
J n .
Tpormiz = A+ —iymoay > A+L i=12,....p,
no+m-+1

The result proceeds by induction. Thus, the proof is completed. O

Lemma 3.3. System (3) has no nontrivial periodic solutions of (not necessarily
prime) period m.

Proof. Suppose that

( (1) (2) al))( (1) (2) (P))

ay oy, as’ as S0P afP e, (a<1) a<2),... a<p))

g g

is a m-periodic solution of system (3). It is obvious then that for this solution,

((1) e 2P ) = (xu x()“

n—m? n—m?m - * ’IL m "7z’£l,p))7 nZO'
So, the equilibrium solution (ac(l)7 x@) ... ,W) =(A+1,A+1,...,A+1) must

be this solution. Thus, the proof is completed. O
Lemma 3.4. All non-oscillatory solutions of system (3) converge to the equilibrium

(Eﬁ;@w”@@):@4+LA+LHWA+U.

Proof. We assume there exists non-oscillatory solutions of system (3). We will prove
this lemma for the case of a single positive semi-cycle, the situation is identical for a

single negative semi-cycle, so it will be omitted. Assume that (1’511), x%z), ... ,x%p)) >
(2™, 2™, ... z®) for all n > —m. From system (3) we have
U)—A+4$2Eﬂﬁ>A+1 j=1,2,....p
n+1 xg+l)m0d(p) = 5 s Ly ey Dy
So, we get

A+1<a® <@ p>0, j=1,2,....p (8)

From (8), there exists 6?) fori =0,1,...,m — 1 such that

lim x( —5(J)
n—-+oo
Hence,
(5(()1)a 6(()2)a R 5(():0))7 (59)7 59)7 e 75%17)) (57(r1L) 1 573) 19> 57(7117) 1)

is a periodic solution of (not necessarily prime period ) period m. But, from Lemma
(3.3), we saw system (3) has no nontrivial periodic solutions of (not necessarily prime
period ) period m. Thus, the solution must be the equilibrium solution. So, the
proof is over. O
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4. The asymptotic behavior.

4.1. The Case 0 < A < 1.

Theorem 4.1. Suppose 0 < A < 1 and {(uvn ,xg),...,x%p))}nz_m be a positive
solution to system (3). Then the following statements hold.

i): If m is odd, and 0 < xé‘?ﬁl <1, xén > = fork = —m,B*Tm,...,O, then
() _ : U _
WA T = boe i aan =4
ii): If m is odd, and 0 <x(j) <1, :c(zjk) 1> 1_1A for k= 1_T’”,?’_Tm,...,(), then
: () _ ()
ngr}rloo w5, = A, ngff T3pp1 = 00
Proof. (i): From (3), fori=1,2,...,p, we get
” (2+1)m0d(p) 1
ry = A+ (z+1)mod(p) <A+ I(()i-‘rl)mod(p) <A+(1-4) =1,
0 Igz-i-l)mod(P) (+1) i ) (.+1) i(p) 1
i o —m ) mod(p % mod(p
Ty = A+7x§i+1)m0d(m >A+z” Ty > a1

By induction, forn =0,1,2,... and i = 1,2,...,p, we obtain

1
ay) <1, a¥) > T4 (9)

So, from (3) and (9), we have

() _ $§i+13m0d<p) (z+1>mod(p> (z+1>mod(p) <z+1>mod<p>
‘T2n A+W>A+ >2A+ >3A+ —m
So
$2n >nA+x (ZH)mOd( ). (10)
By limiting the inequality (10), we get
: @ _
nlgr;o T, = 00. (11)
On the other hand, from(3), (9) and (11), we get
@ xéz+1)mod(p)
A Py = I\ AT ey | = A
(ii): The proof is similar to the proof of (i).
O

Open Problem. Investigate the asymptotic behavior of the system (3) when m is
even.
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4.2. The Case A = 1.

Lemma 4.2. Suppose A = 1. Then every positive solution of the system (3) is
bounded and persists.

Proof. Let {( e 2P (p) )}n>—m be a positive solution to system (3). Then,
it is clear that for n > 1, x%) >A=1, j=1,2,...,p. So, we get

L
I,EJ) |:L :| i:1,27...,m+17 j:1;27"'7p

L-1 ’
where
o B — 1 (2 )
L = min {a, 51 >1, a= 1<jnélrrr},+1{xj O NSTRNE S ag ¥
_ (1) (2) 2P
ﬂil<]<m+1{ R ﬂ}
So, we get
L ) :L,(j—&-l)mod(p) L
14— <YW 1 <
L=1+ L/(L—-1) = Tte =1+ LU Dmod(p) = [, 1
m—+1
thus, the following is obtained
< L
L<z0U) <« 2
=T =T
By induction, we get
; L
xgﬂe[L,L_l], i=1,2,...,p, i=12,... (12)
O
Theorem 4.3. Suppose A =1 and {(x%l),w,(f), .. (p))}n> m be a positive solu-
tion to system (3). Then
hmmfx() = hmmf:c(J) i,7=1,2,...,p,
n—-4oo n—-4o0o
hmsupxﬁf) = llmsupxsf), i,j=1,2,...,p
n—-+oo n—-+oo
Proof. From (17), we can set
L; = lim supx(z) m; = lim infwg), 1=1,2,...,p. (13)
n—oo n—oo

We first prove the theorem for p = 2. From system (3), we have

L L
LlS1+727L2§1+71,m1214—@,7712214'@7
mo mi L2 L2

which implies
Lime <mg + Lo <mayLe <my + L1 <mely
thus, the following equalities are obtained
mo + Lo =mq + L1, Limg=mqLs.
So, we get that m; = mg and L; = Ls. Now we suppose that

Li:Lj7 m; = myj, iaj:1a27"'ap_17
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From system (3), we have

L L, m m

Ly <1420, <14 2= mp > 14+ =L my, > 14 L,
my mp_1 L, L,

hence, we get

Ly_ymy <mp+ Ly <mp1Ly <mpq+ Ly—1 <mplp_q,
consequently , the following equalities are obtained

mp + Lp =Mp—1 + Lp—la Lp_lmp = mp_le.

So, we get that m, = m,_, and L, = L,_;. Thus, the proof completes. O

4.3. The Case A > 1.

Theorem 4.4. Assume that A > 1. Then, the unique positive equilibrium

2,z ,W) = (A+1,A+1,...,A+ 1) of system (3) is locally asymp-
totically stable.

Proof. The linearized equation of system (3) about the equilibrium point (ﬁ, 2(2),

L, x®) is
XnJrl = BX,
here Xy = @020 L0 @@ @ e e
ff_)m)t, and B = (b;;), 1 <4,j < pm+pisan (pm+p) x (pm+ p) matrix such that
Jg A O O ... O O
o Jg A O ... OO0
o o Jg A ... OO0
B = S .
O o0 0o o ... J A
A O 0 O ... O J
where A, J and O are (m + 1) X (m + 1) matrix defined as follows
00 ... 00 00 ... 00
10 ... 00 00 ... 00
J=(. . . . |, 0= . . ] (14)
0 0 1 0 0 0 0 0
—a O 0
0 0 0 0
A= (15)
0 0o ... 0 0
Let A1, A2, ..., Apm+p denote the eigenvalues of matrix B and let

D= diag(dla da, ..., dpm+p)

be a diagonal matrix where di = dpmi2 = domisz = -+ = dp_1ymap = 1, di, =
dmy14k =1 —ke for k€ {1,2,...,8(m +1)}. Since A > 1, we can take a positive
number € such that
0cec AL (16)
(m+1)(A+1)
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It is obvious that D is an invertible matrix. Computing matrix DBD ™!, we get

JH A 0 o0 ... 0 @
o J® 4@ o .. @) @
o o0 Jg® AB® 0 @
DBD™ ! = . : ;
b O O O j(z;—l) A(z;—l)
AP 0 0 0O o J®
where
0 0o ... 0 0
dyoimesis 0 0
j(j): <Jfl:)m+J . . . : 9 j:0)17"')p7
6 0 m .
T dG)ymamtj—1
1 d; Lo d
T A1 djmitjt1 0 o 0 Tﬂdjm-:j-%—l
) 0 0O ... 0 .
A - . ) J = Oa 1) . y P 1’
0 0 0 0
and
d(p—1)ym+p 1 dp-—1)ym+p
a0 0 e
.A(p) _ 0 0O ... 0 0
0 0O ... 0 0
Fromd; >ds > ... > d%(m—&-l) and d%(m+1) +1> d%(m—&-l) +2>...> dpm+p we

can get that

dodit < 1
dsdy' < 1

dm—&-ldy;l < 1
dnssdyty < 1

dpm+pdpm+p—1 < 1

Moreover, from A > 1 and (16) we have

1 1
A+l T O=(m+ DA+
1 1
S A—m+ DA+ A (m+ De)(A+1)
2
(I-=(m+1e)(A+1)

AN A

1.
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It is common knowledge that B has the same eigenvalues as DBD_I, we have that
max|\| < [|DBD |«

— max { dgdl_l’ . dm‘i‘lilm 7dm+3dm+27 . dpm+pdpm+p—17 }
T as (m+1)e)(A+1)
< 1.
We have that all eigenvalues of B lie inside the unit disk. According to Theorem
(2.4) we obtain that the unique positive equilibrium (ac( ),z 7.%'(1’)) = (A+
1,A+1,..., A+1) is locally asymptotically stable. Thus, the proofis completed. [

To prove the global stability of the positive equilibrium, we need the following
lemma.

Lemma 4.5. Suppose A > 1. Then every positive solution of the system (3) is
bounded and persists.

Proof. Let {(x%l),xg), e (p))}n> m be a positive solution to system (3). Then,
it is clear that for n > 1, xg) >A>1, j=1,2,...,p. So, we get

29 ¢ {L,L_A], i=1,2,....m+1, j=1,2,...,p,
where 8

. _ e (»)

L—mln{a,ﬁ_l} > 1, a—1<Jrrél£+1{as N RITRINE ) 1
_ 2 @ e
ﬁ_1<3<m+1{ VTG T b
So, we get
B I G xngrl)mOd( p) I
L=A+ =y < %mee = A% iimedty < 71
m+1

thus, the following is obtained

Lgx(‘

3C
~
|
—_

By induction, we get

L
29 e [LL_l] i=1,2,...,p, i=12,... (17)

Theorem 4.6. Assume that A > 1. Then the positive equilibrium of system (3) is
globally asymptotically stable.

Proof. Let {(mg), :rg), . ,x%p))} be a solution of system (3). By Theorem
n>—m

(4.4) we need only to prove that the equilibrium point (A+1,A+1,...,A4 1) is

global attractor, that is

lim (x5> <2>,...,x§§’)) —(A+1,A+1,...,At1).

n— oo

To do this, we prove that for i =1,2,... ,p7 we have
lim x =A+1.

n—oo
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From Lemma (4.5), we can set

L; = lim supxg), m; = lim infmg), 1=1,2,...,p. (18)
n— oo n—roo

So, from (3) and (18), we have

Li+1)ymod(p) M (i+1)mod(p)

L <A+

M (i1)mod(p) Li+1ymod(p)
We first prove the theorem for p = 2. From (19), we get
ALy +mq < Lymo < Amg + Lo, ALy +mg < Lomi; < Amq + Lq.
So,
ALy +my — (Amy + L) < Amg + Ly — (ALg 4 my),

hence
(A — 1)(L1 —mq + Ly — mg) <0,
since A > 1, It follows that
L1 —m1+L2—m2 :0,

we know that L1 —mq > 0 and Ly — mo > 0, so we obtain L1 = my and Ly = mso.
Now we assume that the theorem holds for p—1, thatis L; =m;, i=1,2,...,p—1
and prove the theorem for p. From (19), we have

AL, +mp < Lymy < Amqg + Ly, AL +my < Limy < Amy + L.
So,
AL, +m, — (Amy + L) < Amq + L1 — (AL1 + ma),
Thus, the following inequality is obtained
(A=1)(Lp —myp + L1 —mq) <0,
since A > 1, L1 —m; > 0 and L, — m, > 0, we obtain L, = m,, it signify that
Li=m;, =1,2,...,p.
Therefore every positive solution {(azg), ng), el x%p))} of system (3) tends
to(A+1,A+1,...,A+1) as n — +oo. e O

5. Rate of convergence. In this section, we estimate the rate of convergence of a
solution that converges to the equilibrium point (:C(l), z(2) .. 735(1’)) =(A+1,A+
1,...,A+1) of the system (3) in the region of parameters described by A > 1. We
give precise results about the rate of convergence of the solutions that converge to
the equilibrium point by using Perron’s theorems. The following result gives the
rate of convergence of solutions of a system of difference equations

Xpar = (A+ Bp) X (20)

where X, is a (pm + p)-dimensional vector, A € C®M+P)X(Pm+p) j5 a constant
matrix and B : ZT — C@m+p)x(em+p) i a4 matrix function satisfying

| Br|| — 0, when n — oo (21)

where ||.|| indicates any matrix norm which is associated with the vector norm ||.]|.
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Theorem 5.1. (Perron’s first Theorem, see [16]) Suppose that condition (21)
holds. If Xn is a solution of (20), then either X,, =0 for all largen or

| Xl
= 1 —_—
P e Xl

exists and is equal to the modulus of one of the eigenvalues of matriz A.

Theorem 5.2. (Perron’s second Theorem, see [16]) Suppose that condition
(21) holds. If Xn is a solution of (20), then either X,, = 0 for all largen or

p=lim (IX])*

exists and is equal to the modulus of one of the eigenvalues of matriz A.

Theorem 5.3. Assume that a solution {(mn )2l ,x%p))}nz_m of system (3)
converges to the equilibrium (x(, 2 ... 2®)) which is globally asymptotically sta-
ble. Then, the error vector
o )
51121 xgllll -z
engzm ‘rgzlf)m - m
en = E =
egp) xglp) _ 2
eglp) 1 33551)1 — 2@
e'ELpZm xglpzm - m

of every solution of system (3) satisfies both of the following asymptotic relations:

lentsll 5 7@, 20, 2@y, i=1,2,...,m

notoe flen]

lim_(leal)™ = NiTp(@D,2®),...,2®)], i=12....m

n—-—+0oo

where [N Jp(xD, 2@, ... 2®))| is equal to the modulus of one the eigenvalues of
the Jacobian matriz evaluated at the equilibrium point (z(1), 2z ... (@),

Proof. First, we will find a system that satisfies the error terms. The error terms
are given as

m

29) | —20) = Z D AD (D) 7D+ Z () A® (@) _Z@) 4. +Z D AD (27 7).
=0 =0 =0

(22)

fori=1,2,...,m,7=1,2,...,p. O

Set L
e) =gl —2G), j=1,2,....p
Then, system (22) can be written as

LN SCY LIS SN HC IS SIUNTENT)

=0 =0 =0
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where
(i+1)mod(p) 4 (i) " (i+1)mod(p) 4 (i) 1
2 mo pAz:7 n—m 2 mo. pA’L: i i=1.2....
0 (wgli+l)mod(p))2’ m xsf“)mo‘i(p)’ ¢ » »m
and the others parameters (k)AEj ) are equal zero.
If we consider the limiting case, It is obvious then that
: (i+1)mod (1) 1
lim (F+1med(p) 4 =
n—o00 0 (i+1)mod(p) ’
Tn
lim (Dmedw) 40— 1 g5
n—o0 m (i+1)mod(p)’ Y ’
Tn
That is
(HDmodp) 46) _ _ 1 @) Gtmedw) g0 — L 6
AO x(i—i—l)mod(p) Gn’s Am x(i—i—l)mod(p) + ﬂn
n n

where ag ), ,(f) — 0 when n — co. Now we have the following system of the form
(20)

ent1 = (A+ By)e,

where e = (e el e e e el e )
and
J AD o o ... o o
o g A o0 ... 0 o0
o - o o g A® .. 0 1)
A= JF((q;(l),q;@)’ . ’x(P))) = . . " .
o 0o o o0 .. g A
AP 0o o o o J
J A O O O O
0O J A O O O
0O 0 J A O 0
B,=| . . o
O 0 0 0 J A
A O 0 O o J
where
oo 0 Y
0 0 0 0 0 ,
Anj = . 5 ]:1723 , D
0 0 0 0

and A, J and O are the (m + 1) x (m + 1) matrix defined in (14) and (15).
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|IBn|l = 0 when n — oco. Therefore, the limiting system of error terms can be
written as

€n

651121

J A O O O 0 :

O J A O e, (1)

O 0 J A o 0 Cn—m

En+1 = . . . . .
. N N N (p)

O 0 0 0 J A 6()

A O 0 O o J en’1

if”m

and ||By| — 0 when n — oo. This system is exactly the linearized system of (3)
evaluated at the equilibrium point (m(l), FAC I ,x(P)). From Theorems (5.1) and
(5.2), the result follows.

6. Numerical examples. In this section we will consider several interesting nu-
merical examples to verify our theoretical results. These examples shows different
types of qualitative behavior of solutions of the system (3). All plots in this section
are drawn with Matlab.

Exemple 6.1. Let m =1 and p = 10 in system (3), then we obtain the system

(2) (3) (1)
(10)

1 LTp 1 2
2N =12+ @ i = ﬁ() o2l =14 (), neNy (23)
with A = 1.2 > 1 and the initial values :C(l) = 3.3, x = 2, :c( ) = 1.1, x(2) =

03,2%) =23 2 = 15,24 = 05,2{" =2, 1(5) 1.9,z = 0.8,z (6’ =4,z (6>
13,27 = 12,27 = 1.3,2%) = 21,2 = 23x(9) = 36,20 = 02,2 ‘10) =

2.3,z (10) = 1.1. Then the positive equilibrium point (x(l) 2@ ,:17( 0) = (2.2, 2.2,
) 2. 2) of system (23)) is globally asymptotically stable (see Figure (1), Theorem

(4.4)).

Exemple 6.2. Consider the system (23) with A = 1 and the initial values x(lf =
03,257 = 1.1,2%) = 1.3,z = 03,2 = 14,2 = 1.5,2") = 0.5,2{" =
2x<5§_19x(5) 0.8, x<6>_4 (6):13 M = 14,250 =13, ({_01 “:
11,29 = 1.6,z = 1.7,x(_1) 1.9, m“O)

about the positive equilibrium point (z(V,z®?), ... z(19)) = (2,2,...,2) of system
(23) with semi-cycles having at most five terms. Also, the equilibrium is not globally
asymptotically stable (see Figure(2), Theorem 4.2).

1.1. Then the solution oscillates

Exemple 6.3. Consider the system (23) with A = 0.9 and the initial values
2 =122 =072% =122 =23,2%) =04,2) = 1.1,2*) = 08,2} =
Sx(“”{ = 13:[;” = 18x(6} = 26,2 = 0.9,35(_? = 142" = 11,2 (_8} =

0.1,z = 1.4, x(“’) 0.9,z = 1.3,z ( 9 = 1.2,z = 2.1. Then the positive
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FIGURE 1. The plot of system (23) with A =1.2>1

H
»

0 50 100 150 200
n

FIGURE 2. The plot of system (23) with A =1

equilibrium point (z(M,z?,23) @) = (1.9,1.9,...,1.9) of system (23) is not
globally asymptotically stable. Also, this solution is unbounded solution see Figure
(3), Theorem 4.2).

Exemple 6.4. Let m =5 and p =4 in system (3), then we obtain the system
(2) ( ) ) (1)

(
I T R e (1), n € No
n l’n l‘n
(24)
with A = 1.4 > 1 and the initial values 33( ) = 1.2, x( ) — 0.8,x(_1§ =19 x(lg =
22,2 = 03,2 = 1.7,2% = 13,25 = 24, x<2> =1.2,2%) = 05,2 =

16m(2):23 @) 04x(3i=11x“:14x<33=21x(3):03x(3):
111:(4):0.8,90() 1.2,2%) = 1.8,2") = 3.1,2%) = 0.7,2{) = 1.8, Then the
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FIGURE 3. The plot of system (23) with A =0.9 <1

positive equilibrium point (x(V) 22 x(3) x(*)) = (2.4,2.4,2.4,2.4) of system (24))
is globally asymptotically stable (see F1gure (4), Theorem (4.4)).

25F

éO 4‘0 66 éO 100
FIGURE 4. The plot of system (24) with A =1.4>1

Exemple 6.5. Consider the system (24) with A = 1 and the initial values x(lg =
04,2% = 13,20 = 292" = 12,2 = 08,2{" = 1.2,2® = 03,2 =
14,23 = 13x(2) = 0.5, x() — 1.6, x() — 21, a;<3) - 1.3, x() — 21, x(3) -
14,2%) = 21,2 <3) = 0.3, a;<3) = 1.5, x(“’ 0.6,z (4> - 1.2,x£4§ = 1.3, x(4) =
0.8,z 71 = 1.7, :v = 0.1, . Then the solution oscﬂlates about the positive equilib-
rium pomt (m(l),x(2),x(3),x(4)) =(2.4,2.4,2.4,2.4) of system (24) with semi-cycles
having at most five terms. Also, the equilibrium is not globally asymptotically
stable (see Figure(5), Theorem 4.2).

—

f\

4)
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FIGURE 5. The plot of system (24) with A =1

Exemple 6.6. Consider the system (24) with A = 0.7 and the initial values
2N =132 = 09,2 = 21,21 = 09,2 = 07,2 =222 = 13,25 =
04,2 = 1.32% = 15,23 = 1227 = 1.1,2%) = 17,28 = 16,25 =
15,29 = 23,28 = 09,20 = 15,24 = 06,2") = 1.4,&&&,& =
Aozt =272, = 1.9. Then the positive equilibrium point (z\*/), z(%) z(®) x =
31,2 = 2.7, 25" = 1.9. Then the positi ilibri int (2D, 23, 20, (D
(1.7,1.7,1.7,1.7) of system (23) is not globally asymptotically stable. Also, this so-
lution is unbounded solution see Figure (6), Theorem 4.2).

FIGURE 6. The plot of system (24) with A =0.7 < 1

7. Conclusions and some open problems. In the paper, we studied the global
behavior of solutions of system (3) composed by p rational difference equations.
More exactly, we here study the global asymptotic stability of equilibrium, the rate
of convergence of positive solutions. Also, we present some results about the general
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behavior of solutions of system (3) and some numerical examples are carried out
to support the analysis results. Our system generalized the equations and systems
studied in [2, 8] and [20].

The findings suggest that this approach could also be useful for extended to a
system with arbitrary constant different parameters, or to a system with a nonau-
tonomous parameter, or to a system with different parameters and arbitrary powers.
So, we will give the following some important open problems for difference equations
theory researchers.

Open Problem 1. study the dynamical behaviors of the system of difference
equations

(2) (3) 2

( ) 2 _ (») Tn—m
+1 = A+ (2) y Tyt = Ayt (3) e Tppy = Apt MO n,m,p € No
where A;, 7 =1,2,...,p are nonnegative constants and x(]) x(jgnﬂ, .. x(]%, T ),j
=1,2,...,p are positive real numbers.

Open Problem 2. study the dynamical behaviors of the system of difference
equations

(2) (3) o)

_ 2 X,
’57«4)’1 = ant n(zgn’ Ifw)l = ant n(3;n’ ’ xglpJ)rl = o+ (1;n’ n,m,p € No
Ty Tn
where «, is a sequence (this sequence can be chosen as convergent, periodic or
bounded), and x(fgn, x(_]ZrH_l x(j%, G ),] =1,2,...,p are positive real numbers.
Open Problem 3. study the dynamical behaviors of the system of difference
equations
2 p1 (3) p2 (1) Pp
(1) Tnm (2) Tnm L) Tnm
xn+1:A1+7<117 xn+1:A2+7qz7"'7 n+1_AP+7p7
(=) (=) Co)
Tn Tn Tn
wheren, m,p € Ngo, A;, i = 1,2,...,p are nonnegative constants, the parameters
i, G, i =1,2,...,p are non- negatlve and x_m, (_JT),LH, .. x(]z,mé D i=1,2,...,p

are positive real numbers.
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