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GRADED POST-LIE ALGEBRA STRUCTURES AND
HOMOGENEOUS ROTA-BAXTER OPERATORS ON THE
SCHRODINGER-VIRASORO ALGEBRA

PENGLIANG XU AND XIAOMIN TANG*

School of Mathematical Science, Heilongjiang University
Harbin 150080, China

ABSTRACT. In this paper, we characterize the graded post-Lie algebra struc-
tures on the Schrodinger-Virasoro Lie algebra. Furthermore, as an applica-
tion, we obtain the all homogeneous Rota-Baxter operator of weight 1 on the
Schrédinger-Virasoro Lie algebra.

1. Introduction. The Schrédinger-Virasoro algebra is an infinite-dimensional Lie
algebra that was introduced (see, e.g.,[10]) in the context of non-equilibrium statis-
tical physics. In [21], the author give a representation of the Schrodinger-Virasoro
algebra by using vertex algebras, and introduced an extension of the Schrédinger-
Virasoro algebra. To be precise, for ¢ € {0, %}, the Schrodinger-Virasoro algebra
SV(e) is a Lie algebra with the C basis

and Lie brackets

The Lie algebra SV(%) is called the original Schrodinger-Virasoro algebra, and
SV(0) is called the twisted Schrodinger-Virasoro algebra. Recently, the theory of
the structure and representations of both original and twisted Schrodinger-Virasoro
algebra has been investigated in a series of studies. For instance, the Lie bialgebra
structures, (bi)derivations, automorphisms, 2-cocycles, vertex algebra representa-
tions and Whittaker modules were investigated in [9, 11, 14, 15, 21].

Post-Lie algebras were introduced around 2007 by B. Vallette [22], who found
the structure in a purely operadic manner as the Koszul dual of a commutative
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trialgebra. Post-Lie algebras have arose the interest of a great many authors, see
[4, 5, 12, 13]. One of the most important problems in the study of post-Lie algebras
is to find the post-Lie algebra structures on the (given) Lie algebras. In [13, 18, 20],
the authors determined all post-Lie algebra structures on si(2,C) of special linear
Lie algebra of order 2, the Witt algebra and the W-algebra W (2,2) respectively.

In this paper, we shall study the graded post-Lie algebra structures on the
Schrodinger-Virasoro algebra. We only study the twisted Schrodinger-Virasoro al-
gebra SV(0), the case for the original Schrédinger-Virasoro algebra SV(3) is similar.
For convenience we denote & = SV(0). It should be noted that the commutative
post-Lie algebra structures on S already are given by [11], we will consider the
general case.

Throughout this paper, we denote by Z the set of all integers. For a subset S of
Z and a fixed integer k, denote S* = S\ {0}, Ssp = {t € S|t > k}, Scp, = {t €
S|t <k}, Ssi={t € S|t > k} and S¢i, = {t € S|t < k}. We assume that the field
in this paper always is the complex number field C.

The paper is organized as follows. In Section 2, we give general results on post-Lie
algebras and some lemmas which will be used to our proof. In Section 3, we com-
pletely characterize the graded post-Lie algebra structures on Schrodinger-Virasoro
algebra S. In Section 4, by using the post-Lie algebra structures we characterize
the forms of the homogeneous Rota-Baxter operator on S.

2. Preliminaries. We will give the essential definitions and results as follows.

Definition 2.1. A post-Lie algebra (V,>,[,]) is a vector space V over a field k
equipped with two k-bilinear products x>y and [z, y] satisfying that (V,[,]) is a Lie
algebra and

[z,y]>z =20 (y>2) —y> (2> 2) = (z,y) > 2, (1)

zoly, 2] = [woy, 2] + [y, z v 2] (2)

for all z,y € V, where (z,y) = x>y —y>x. We also say that (V,>,[,]) is a post-Lie

algebra structure on the Lie algebra (V,[,]). If a post-Lie algebra (V,>, [,]) satisfies
x>y =yb>x for all x,y € V, then it is called a commutative post-Lie algebra.

Suppose that (L,[,]) is a Lie algebra. Two post-Lie algebras (L,[,],>1) and

(L,[,],>2) on the Lie algebra L are called to the isomorphic if there is an automor-
phism 7 of the Lie algebra (L, [,]) satisfies

T(x>1y) = 7(x) o 7(y), Y,y € L.

Remark 1. The left multiplications of the post-Lie algebra (V,[,],>) are denoted
by L, i.e., we have L(z)(y) = x>y for all z,y € V. By (2), we see that all operator
L(z) are Lie algebra derivations of the Lie algebra (V,[,]).

Lemma 2.2. [15] Denote by Der(S) and by Inn(S) the space of derivations and
the space of inner derivations of S respectively. Then

Der(S) =Inn(S)®CD; ® CDy® CDs
where Dy, Do, D3 are outer derivations defined by
Dy(L,)=0,D,(H,) = H,,D1(I,,) = 21,,
Dy (Ly) = nly, D2(Hy) = 0,D(1,) =0,
Ds(Ly) =1,,Ds(H,) =0,D5(I,) = 0.
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3. The graded post-Lie algebra structures on the Schrédinger-Virasoro
algebra. Since the Schrédinger-Virasoro algebra S is graded, we suppose that the
post-Lie algebra structure on the Schrodinger-Virasoro algebra S to be graded.
Namely, we mainly consider the post-Lie algebra structure on Schréodinger-Virasoro
algebra & which satisfies

Lyo>L, = ¢(m,n)Llpmin, (3)
Lpv>H, = @(m,n)Hpin, (4)
Ln>I, = x(m,n)lnin, (5)
Hpv L, = Y(m,n)Hpin, (6)
Hy,>H, = &m,n)lnin, (7)
In> L, = 0(m,n)lyin, (8)
H,>I, = I,>0H,=1,>1I,=0, (9)

for all m,n € Z, where ¢, ¢, x, ¥, £, 0 are complex-valued functions on Z x Z.
We start with the crucial lemma.

Lemma 3.1. There exists a graded post-Lie algebra structure on S satisfying (3)-(9)
if and only if there are complex-valued functions f,g,h on Z and complex numbers
a, it such that

¢(m,n) = (m —n)f(m), (10)
p(m,n) = (* —n)f(m) + dmop, (11)
x(m,n) = —nf( ) + 20m,01, (12)
Y(m,n) = (* —m)h(m), (13)
§(m,n) = (m —n)h(m), (14)
6(m,n) = mg(m) + dp ona, (15)
(m —=n)(f(m+n)(1+ f(m) + f(n)) — f(n)f(m)) =0, (16)
(m = n)0mn,on(l + f(m) + f(n)) =0, (17)
(% —n)(h(m+n)(1+ f(m) + h(n)) = f(m)h(n)) = 0, (18)

(19)

Nomin0a(l + f(m) +g(n)) =0,
n(m+n)(g(m+n)(1+ f(m) +g(n)) — f(m)g(n))
= & 0ma(f(m) — g(m)), (

(m —n)0min0a(l + h(m)+ h(n)) =0, (21)

(m —n)(g(m 4+ n)(1 + h(m) + h(n)) — h(m)h(n)) = 0. (
Proof. Suppose that there exists a graded post-Lie algebra structure satisfying (3)-
(9) on S. By Remark 1, £(x) is a derivation of S. It follows by Lemma 2.2 that
there are a linear map v from S into itself and linear functions «, 8,7 on S such
that

zry = (ady(z) + o(x)D1 + B(z)D2 + v(x)D3)(y)

[ (x), y] + a(z)Di(y) + B(x)D2(y) + v(x)Ds(y)
where D;,i = 1,2, 3 are given by Lemma 2.2. This, together with (3)-(9), gives that

Lin> Ly = (L), L] + B(Lm)ndn +y(Lin)In = ¢(m,n) Lipgn,  (23)
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L, >H, [W(Lpm), Hy) + «(Ly)Hy = o(m,n)Hpygn,s (24)
Lyn>I, = [W(Lm), ]+ a(Lm)2l, = x(m,n)Ipin, (25)
Hy>L, = [Y(Hpn), Ly + B(Hp)nL, +y(Hp)In = 0(m,n)Hpin, (26)
H,>H, = [Y(Hp),H,)+a(Hy)H, =&m,n)lyin, (27)
H,>I, = [Y(Hp), L]+ «(H,)2L, =0, (28)
I,> L, = [Y(Im), Ly + B(In)ndy +vIm)ln = 0(m,n)Lyin, (29)
I.v>H, = [W(I.,),H,+ a(l,)H, =0, (30)
I,>I, = [Wn), L]+ al,)2l, =0. (31)
Let

Q/J(Lm) = ZiEZ az(‘m)Li + ZiGZ bgm)Hi + Ziez Cz('m)li

ﬂ}(Hm) = Ziez dz(‘M)Li + Ziez 62(‘m)Hi + Ziez fi(m)liv

@[’(Im) = Ziez gz(m)Li + Ziez hgm)Hi + Ziez xz(‘m)li
where az(-m),bgm),cgm),dgm),el(-m), fi(m),ggm),hgm),xgm) € C for all i € Z. Then by

(23)-(31), similar to the proof of [18], we obtain that (10)-(22) hold.
The “if” part is a direct checking. The proof is completed. O

Lemma 3.2. Let f,g,h be complex-valued functions on Z and u,a € C satisfying
(18) and (20). Then we have

g(n),h(n) € {0, -1} for every n # 0. (32)
Proof. By letting m = 0 in (18) and (20), respectively, we have nh(n)(1+h(n)) =0
and n%g(n)(1 + g(n)) = 0. This implies (32). O
Lemma 3.3. Let f,g,h be complez-valued functions on Z and w,a be complex
numbers satisfying (17)-(22). If f(Z) =0, then we have p=a =0 and
9(Z) =h(Z) =0 or g(Z) = h(Z) = —1.
Proof. Since f(Z) =0, we take m = —n =1 in (17) and (19) we have p = 0 and
a(l + g(—1)) =0. (33)

By letting n = 0 and m = —1 in (20) we deduce that ag(—1) = 0. This, together
with (33), implies a = 0. As u = a = 0, so Equations (18), (20) and (22) become to
m

(5 —n)(h(m+n)(1+ h(n)) =0, (34)
n(m+n)(g(m+n)(1 4+ g(n)) =0, (35)
(m —n)(g(m +n) — h(m)h(n) + h(m)g(m + n) + h(n)g(m +n)) = 0. (36)

We now prove the following four claims:
Claim 1. If h(1) =0, then h(Z) = 0.

By (34) with n = 1 we see that h(m + 1) = 0 for all m # 2. It follows that
h(Z\{3}) = 0. Since h(2) =0, by taking n = 2,m =1 in (3/) we have —3h(3) = 0,
which implies h(3) = 0. We obtain h(Z) = 0.

Claim 2. If h(1) = —1, then h(Z) = —1.

By (34) with m 4+ n = 1 we see that h(n) = —1 for all n € Z with =2 # 0.

This means that h(Z) = —1.
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Claim 3. If g(1) = 0, then g(Z*) = 0.

By (35) with n = 1 we see that g(m + 1) = 0 for all m # —1. It follows that
9(z*) =0
Claim 4. If g(1) = —1, then g(Z*) = —1.

By (35) with m +n =1 we see that g(n) = —1 for all n # 0. This means that
9(z") = —1.

Now we consider the values of h(1) and g(1) according to (32).
Case i. If (1) = g(1) = 0, then by Claims 1 and 3 we have h(Z) = 0 and g(Z*) = 0.
According to (36) with n = —1 and m = 1 we know g(0) = 0. This means that
9(Z) =0.
Case ii. If h(1) = g(1) = —1, then by Claims 2 and 4 we have h(Z) = —1 and
9(Z*) = —1. According to (36) with n = —1 and m = 1 we see that 1 + g(0) =0
and so that ¢(0) = —1. This implies g(Z) = —1.

Case iii. If h(1) = 0, g(1) = —1, then we will get a contradiction. In fact, by
Claims 1 and 4, we have h(Z) = 0 and g(Z*) = —1. From (36) with m =2,n = —1
we see that g(1) = 0 which contradicts g(1) = —1.

Case iv. If h(1) = —1, g(1) = 0, then we will also get a contradiction. In fact,
by Claims 2 and 3, we have h(Z) = —1 and g(Z*) = 0. From (36) with with
m = 2, n = —1 we see that g(1) = —1 which contradicts g(1) = 0. The proof is
completed. O

Lemma 3.4. Let f,g,h be complez-valued functions on Z and w,a be complex
numbers satisfying (17)-(22). If f(Zs2) = —1, f(Z<1) =0, then p=a =0 and g,
h must satisfy one of the following forms:
(i) 9(Z) = h(Z) = 0;
(ii) 9(Z) = h(Z) = —1;
(m) h(Zgo) = 0, h(Z}l) =—1 and
9(Ze 1) =0, g(Zs1) = —1, g(0) = A for some A € C.

Proof. By f(Zs2) = —1, f(Z<1) = 0, similar to the proof of Lemma 3.3, we know
i = a = 0. From this, we have by (18), (20) and (22) that

h(m—i—n)(h(n)—i—l):Oifmg1,%—7@7&0, (37)
gm+n)(gln)+1)=0ifm<1L,n#0,m+n#0, (38)
g(m ~+n)(1 4+ h(m) + h(n)) = h(m)h(n) if m # n. (39)

We first prove the following six claims:

Claim 1. If h(1) = 0, then h(Z) = 0.

By (37) with n = 1 we see that h(m + 1) = 0 for all F — 1 # 0 with m < 1.
Hence, we deduce that h(Zg2) = 0. Note that h(2) = 0, by (37) with n = 2 we
see that h(m 4 2) = 0 for all % — 2 # 0 with m < 1. We now have h(Zg3) = 0.
If we repeat this process, we see that h(Zgy) = 0 for all k =1,2,3,---. Note that
Uks1(Z<k) = Z, so one has h(Z) = 0.

Claim 2. If h(—1) = —1, then h(Z) = —1.

By (37) with m+n = —1 we see that h(n) = h(=1—m) = —1 for all 2 +1 # 0
with m < 1. This deduces that h(Z>_2) = —1. Note that h(—2) = —1, by (37)
with m +n = —2 we see that h(—m —2) = —1 for all 3 + 2 # 0 with m < 1.
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Thus, h(Z>_3) = —1. If we repeat this process, we see that h(Zsy) = —1 for all
k=-1,-2,-3,---. Note that U< _(Z>k) = Z, so one has h(Z) = —1.

Claim 3. If h(1) = —1, then h(Zx,) = —1.

By (37) with m 4+ n = 1 we see that h(n) = h(1 —m) = —1 for all 3 — 1 # 0
with m < 1. This implies h(Z1) = —1.

Claim 4. If h(—1) =0, then h(Z<o) = 0.

By (37) with n = —1 we see that h(m — 1) =0 for all m # —2 with m < 1. It
follows that h(Z<o \ {—3}) =0. Let m = —1,n = =2 in (37), from F # n we have
h(—3) = 0. Therefore, we get h(Z<o) = 0.

Next, similar to Claims 1 and 3, we from (38) obtain the following claims.
Claim 5. If g(1) =0, then g(Z*) = 0.

Claim 6. If g(1) = —1, then g(Z>1) = —1.
Now we discuss the values of h(1) and h(—1). By (32), h(1),h(—1) € {—1,0}.

Case i. When k(1) = 0.

By Claim 1 we have h(Z) = 0. According to (39), one has g(m + n) = 0 for any
m,n € Z with m # n. This implies ¢g(Z) = 0.

Case ii. When h(-1) = —1.

By Claim 2 we have h(Z) = —1. According to (39), one has g(m +n) = —1 for
any m,n € Z with m # n. This implies ¢g(Z) = —1.

Case iii. When A(1) = —1 and h(—1) = 0.

By Claims 3 and 4 we have h(Zgo) = 0 and h(Z>1) = —1. This, together
with (39), yields g(m + n) = 0 for any m,n € Z with m,n < 0 and m # n, and
g(m +n) = —1 for any m,n € Z with m,n > 1 and m # n. Consequently, we
obtain g(Z<_1) = 0 and ¢g(Z>3) = —1. By (32), ¢g(1) € {-1,0}. If g(1) = 0, then
Claim 5 tells us that g(Z*) = 0 which contracts g(Z3) = —1. Therefore, we have
g(1) = —1. From this with Claim 6 we have g(Z>;) = —1. Let g(0) = A for some
AecC.

It is easy to check that the values of g given in Cases i-iii above are consistent
with (38). They give the conclusions (i), (ii) and (iii) respectively. The proof is
completed. O

Lemma 3.5. Let f,g,h be complez-valued functions on Z and w,a be complex
numbers satisfying (17)-(22). If f(Zso) = =1, f(Z<o) =0 and f(0) = ¢ for some
c € C, then there are \,7 € C such that p,a, g, h must be one of the following
forms:

(i) a=0, p€C and g(Z) = h(Z) = 0;

(i1) a =0, p € C and g(Z) = h(Z) = —1;

(Z“) peC, h(Z>0) =-1 h(Z<0) =0, h(0) = A a'ndg(Z*;k) =-1, Q(Z*gk—ﬂ =

for some k € {—2,-1,1,2,3}, g(0) =7 and a = 0 when k # 1;
(iv)a =0, p€C and h(Zss) = —1, h(Zgi—1) =0 for some t € Z\ {0,1} and

9(Zss) = =1, g(Zgs—1) =0 for some s € {2t —2,2¢ — 1,2t,2t + 1,2t + 2}.
Proof. Take m = —n # 0 in (18)-(22), one has

R(0)(1 + f(—n) + h(n)) = f(—n)h(n), for all n # 0, (40)
a(l+ f(—=n)+g(n)) =0, for all n # 0, (41)
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a(l 4+ h(—n) + h(n)) =0, for all n # 0, (42)
g(0)(1 4+ h(—n) + h(n)) = h(—n)h(n), for all n # 0. (43)

Note that f(Zso) = —1, f(Z<o) =0 and f(0) = ¢ for some ¢ € C. It is follows by
(18), (20) and (22) that

h(n)(h (m+n)+1):Oforallm>0,%—n7é0; (44)
h(m +n)(h (n)+1):0forallm<0,%—n7é0; (45)
gn)(glm+n)+1) =0 for all m > 0,n # 0,m +n # 0; (46)
gm+n)(g(n)+1) =0 for all m < 0,n # 0,m + n # 0; (47)
( )+ (48)

g(m+n)(1+ h(m) + h(n)) = h(m)h(n) for all m # n.

For any t € Z*, we first prove some claims as follows.
Claim 1. If h(t) = 0, then h(Zg,) = 0.

In fact, by (44) with n = t — m we deduce h(t — m) = 0 for all m > 0 with
m # 2t. This implies h(Zg, \ {3t}) = 0. On the other hand, by (45) with n =t we
see that h(m+t) = 0 for allm < 0 with m # 2t. This gives that h(Z<: \ {3t}) = 0.
Clearly, 3t # %t since t # 0. Thereby, we obtain h(Z<;) = 0.

Claim 2. If h(t) = —1, then h(Zs:) = —1.

This proof is similar to Claim 1 by using (44) and (45). Also, similar to Claims

1 and 2, by (46) and (47) we can obtain the following two claims:

Claim 3. If g(t) = 0, then g(Z%,) = 0.

Claim 4. If g(t) = —1, then g(Z%,) = —1.

According to (32), by Claims 1 and 2, h must be one of the following forms:

(1) B(Z*) =0; () h(Z") = —1;

(3) h(Z~o) = =1, h(Z<o) = 0 and h(0) = X for some A € C;

(4) h(Zxy) = —1, h(Zg4—1) = 0 for some t € Z \ {0, 1}.

In view of the above result, the next proof will be divided into the following
cases.

Case i. When h(Z*) = 0.
By taking n = 1 in (40), one has h(0) = 0. Hence we see that h(Z) = 0. This
together with (48) yields ¢(Z) = 0. In addition, we have by (43) that a = 0.

Case ii. When h(Z*) = —

By taking n = —1 in (40), one has h(0) = —1. Hence we see that h(Z) = —1.
This together with (48) yields g(Z) = —1. In addition, by (43) we get a = 0.
Case iii. When h(Z~o) = —1, h(Z<o) = 0 and h(0) = A for some A € C.

By (48) we see that g(m 4+ n) = —1 for any m,n € Z with m,n > 0 and m # n,
and g(m +n) = 0 for any m,n € Z with m,n < 0 and m # n. Consequently, we
obtain g(Z<_3) = 0 and g(Zs3) = —1. By (32), g(i) € {~1,0} fori € {-2,-1,1,2}.
In view of Claims 3 and 4, we can assume that g(k) = —1 and g(k — 1) = 0 for
some k € {-2,-1,1,2,3}. In all, by Claims 3 and 4 we get g(Z%,) = —1 and
9(Z%y,_y) = 0. Next, if k € {—1, -2} then by taking n = k in (41) we have a = 0;
and if k € {2,3} then by taking n = k — 1 in (41) we also have a = 0. But a can be
arbitrary if k = 1.

Case iv. When h(Zx;) = —1, h(Z<;—1) = 0 for some t € Z \ {0, 1}.
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Note that t > 2 or t < —1, then by taking n = 1 in (42) we have a = 0.

Next, by(48) we see that g(m +n) = —1 for any m,n € Z with m,n > ¢ and
m # n, and g(m +n) = 0 for any m,n € Z with m,n < ¢t —1 and m # n.
Consequently, we obtain ¢g(Zgoi—3) = 0 and g(Zs241) = —1. By (32), g(i) €

{—1,0} fori € {2t —2,2¢t —1,2t,2t + 1}. In view of Claims 3 and 4, we can assume
that g(s) = —1 and g(s — 1) = 0 for some s € {2t — 2,2t — 1,2t,2t + 1,2t + 2}.
Note that 0 ¢ {2t — 2,2t — 1,2¢,2¢t + 1} since t # 0,1, by Claims 3 and 4 we get
9(Z>s) = —1 and g(Z<s—1) = 0. The proof is completed. O

Lemma 3.6. Let f,g,h be complez-valued functions on Z and w,a be complex
numbers. Then (17)-(22) hold if and only if f,g, h,a,n meet one of the situations
listed in Table 2.

Proof. The proof of the “if” direction can be directly verified. We now prove the
“only if” direction. In view of f satisfying (16), by Theorem 2.4 of [10] we know
that f is determined by Table 1.

Cases f(n)

Py f(Z) =0

Po f(z) = -1

P; [(Zoo) = =1, f(Zeo) = Dand (0) =
Pi f(Z>0) =0, f(Z<o) = —1and f(0) =
7)5 f(Z;Q) = —land f(Z<1) =0

Pﬁ f(Z;Q) = 0and f(Z<1) =-1

Pr f(Z>—1) =0and f(Zg_») = —1

Py f(Zz-1) = —land f(Zg—2) =0
Table 1: Values of f satisfying (16), where ¢ € C

When f takes the form of Case P; in Table 1, by the results of Lemma 3.3, we
see that u,a, g, h must satisfy the condition of Cases Wf ! and W;) ! in Table 2
From Lemma 3.3, Cases Wf 11 =1,2is easy to say. In the same way, when f takes
the form of Case P, in Table 1, then we obtain the forms of Cases W2 and W)
in Table 2.

When f takes the form of Case P§ in Table 1, by the rebultb of Lemma 3.5,

we see that u,a, g, h must satisfy the one condition of Cases Wl u’Z =1, 2 W;?‘i’k,
WIZZ "and VV793 **' in Table 2. From Lemma 3.5, the results of Cases VVZ hat=12

are easily obtained; and Case Wg,u satisfies p € C, h(Zso) = —1, h(Z<p) = 0,
h(0) = X and g(Z%;) = 1, g(Z%,_,) = 0, for some k € {-2,-1,1,2,3}, g(0) =
7 with @ = 0 when k # 1 and a is arbitrary if £ = 1; Case Wff;’ﬁ ' satisfies
1€ C, MZso) = -1, h(Z<o) = 0 h(0) = A and Q(Z>O) = -1, g(Z<o) = 0 for
some k = 1, g(0) = 7; Case Wy 3’ > satisfies a = 0, p € C and WMZsy) = —1,
hZgi—1) = 0 for some t € Z \ {0 1} and g(Zss) = —1, g(Z<s—1) = 0 for some
s€{2t—2,2t—1,2t,2t+ 1,2t +2}. In the same way, when f takes the form of Case
P¢ in Table 1, then we obtain the results of Cases WZ M,z =1,2, W:;Pft , Wf;‘lﬁ !
and l/V734 > in Table 2, respectively.

When f takes the form of Case Ps in Table 1, by the results of Lemma 3.4, we see
that p,a, g, h must satisfy the condition of Cases Wf"’,z’ =1,2,3 in Table 2. From
Lemma 3.4, the results of Cases Wp"’ 1 = 1,2, are easily obtained; and for Case

Wg))s, we get h(Zgo) = 0, h(Z;l) = —1 and g(Z< 1) = 0 g(Z>1) 1 g( ) = 5\
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for some \ € C. Similarly, when f takes the form of Case Py, k = 6,7,8 in Table
1, then we obtain the forms of Cases VV,Z)’“7 1=1,2,3, k=6,7,8 in Table 2. The
proof is completed. O

Cases  f(n) from Table 1 a, | (n), g(n)
Wit Py a=p=0 h(Z) = 9(2) = 0
Wy Py a=p=0 WZ) = g(Z) = —1
W P2 a=p=0 h(z) = g(Z) = 0
W P a=p=0 h(Z) = 9(Z) = 1
Wfi Ps a=0and Vu nMZ)=g¢(Z)=0
Wy Ps a=0and Vu WZ) = g(Z) = —1
Wy Ps a=0and Vu h(Zso) = -1, h(Z<o) = 0 and
9(Z5y) = =1, 9(Z%, 4) =0
ngﬁzl P Vaand Vi h(Zso) = —1, h(Z<o) = 0 and
9(Z>0) = -1, Q(Z<0) =0
W;ft’s’t P a=0and Vu h(Zst) = —1, h(Zg;—1) =0 and
g(ZZS) = -1, g(Zés—l) =0
Wfi P a=0and VYu hZ)=g(Z)=0
erji Py a=0and Yu WZ) = g(Z) = —1
Wyt Ps a=0and ¥y h(Zsg) =0, h(Z<y) = —1 and
Q(Z;k) =0, Q(Z*gkﬂ) =-1
Wzgzﬁﬂ Ps Va and Vu h(Zso) =0, h(Zy) = —1 and
9(Z>0) =0, g(Z<p) = —1
wo ™t Pe a=0and Vu h(Zsy) =0, h(Z<i_1) = —1 and
g(ZZS) =0, g(Zés—l) =-1
Wi P a=p=0 WZ) = g(Z) = 0
Wy Ps =4=0 hWZ) = g(Z) = 1
wis Ps =0  h(Zgo) =0, h(Zs1) = —1 and
9(Zg-1) =0, 9(Zz1) = -1
Wi P a 0 WZ) = ¢(Z) =
W, Py = hz) = g(Z) = 1
W?ZDG Ps a=p=0 hZgo) = —1, h(Zx1) = 0 and
9(Zg1) = =1, 9(Zz1) =
Wy Pr a=p=0 WZ) = g(Z) =0
WiT Pr a=p=0 WZ) = g(Z) = -1
Wy Pr a=p=0  h(Z<o) = —1, h(Z1) = 0 and
9(Zg—1) = -1, 9(Z31) =0
Wi Ps a=p=0 WZ)=g(Z)=0
Wy Ps = p= WZ) = g(Z) = —1
Wit Ps a=p=0  h(Z<o) =0, h(Zz1) = —1 and

9(Zg 1) =0, g(Zz1) = —1
Table 2: Values of f, g, h satisfying (16)-(22), where a,u € C, k € {—2,-1,1,2,3},
t€Z\{0,1} and s € {2t — 2,2t — 1,2, 2t + 1,2t + 2}.
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Lemma 3.7. Let (P(¢i, pi, Xi» Vi, iy 0:),>:), i = 1,2 be two algebras with the same
linear space as S and equipped with C-bilinear products x >; y such that
Lm > Ln = ¢i(m7 n)Lm+na Lm D Hn = sz(mv n)Herna
Lm D> In = Xz(m; n)Ierna Hm D> Ln = /(/)Z(ma n)Hm+n7
Hyvi Hy = &i(myn) Lngn, I i Ly = 0;(m, ) Lo,
HmDiInZImDiHn :Iml>1[n =0
for all m,n € Z, where ¢;, v;, X, Vi, &, 0i, t = 1,2 are complex-valued functions on

Z X Z. Furthermore, let T : P(¢p1, 01, X1, ¥1,&1,01) = P(d2, v2, X2, %2,&2,02) be a
linear map determined by

T(Lm) = =Ly, 7(Hp) = —H_pp, 7(I;m) = =1,
for all m € Z. In addition, suppose that (P(¢1,p1,X1,¥1,81,601),[,],1) is a post-

Lie algebra. Then (P(d2, 2, X2, ®2,&2,02),[,],,>2) is a post-Lie algebra and T is an
isomorphism on post-Lie algebras if and only if

¢2(m7 n) = —¢1(—m, —n);
Wzgm, n; = —<p1E—m, —ng;
Xz2(m,n) = —x1(—m, —n);
a(m,n) = =1 (—m, —n); (49)
& (m,n) = =& (—m, —n);

)
02(m,n) = —01(—=m, —n).

Proof. Clearly, 7 is a Lie automorphism of . Suppose (P(¢2, p2, X2, V2, &2, 02), [,],

>o) is a post-Lie algebra and 7 : P(¢1, ¢1, x1,%1,&1,01) = P2, 02, X2, V2, &2, 02)
is a post-Lie isomorphism. Then we have

T(Lim > L) = *Qsi(mvn)[’—(m-‘rn)a
7(Lin > Hy) = —pi(m, n)H,(ern%
T(Li i In) = —xi(m, n)I—(m-i-n)v
T(Hyp i L) = —i(m, n) H_ (),

T(Hp > Hy) = —&i(m,n) 1 (g

T(Ln i L) = —=0;(m, n)1_ (1 40)
for ¢ = 1,2. This tell us that that (49) holds. Conversely, we first suppose that
(49) hold. Then, by using Lemma 3.1 and (¢1, 1, X1, %1,&1,01, [,],>1) is a post-Lie

algebra, we know that there are complex-valued functions f1, g1, h; on Z and com-
plex numbers aq, p; satisfying (10)-(22) with replacing (¢, v, x,¥,&,0, f, 9, h, 1, a)

by (¢1,%1, X1, 91,1501, f1,91, b1, pa,a1). Next, let fo(m) = fi(—m), g2(m) =
g1(—=m), ha(m) = hi(—m), pe = —p1 and as = ay, then we see that (10)-(22) hold

Wlth replaCing (¢7 @, X, 1/)7 5; 97 fa g, h7 M, a) by (¢2a P2, X2, ¢2, 527 82, fl?.gl) h17 M1, al)'
By Lemma 3.1, P(¢s2, @2, X2, V2, &2, 02) is a post-Lie algebra.

The remainder is to prove that 7 is an isomorphism between post-Lie algebra.
But one has

T(Lm 1 L) = =p1(m, n) L_(mqny = d2(=m, =) L_(rmjn) = T(Li) b2 7(Lin),
T(Lm b1 Hp) = —@1(m, n)H_(rqn) = p2(—=m, —n)H_ (1) = T(Lin) b2 7(Hy),
(Lm &1 In) = =x1(m, )1 (mn) = X2(=m, =n)I_ (i) = T(Lim) B2 7(In),
(Hm >1 Ln) = —tp1(m,n)H_ (m+n) = Pa(—m *n)H—(m-‘rn) =T7(Hp) b2 7(Ln),
T(Hp 1 Hy) = —gpl(m,n)f,(m+n) = pa(—m, n)[,(ern) =7(Hp) b2 7(Hy),
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T(Im >1 Ln) =0 (m7 n)I—(m-i-n) = QSQ(*mv 7”)1—(m+n) = T(Im) B2 T(Ln)

and 7(Hp 1 1) = 7(Hp) b2 7(In) = 0, 7(Lyn >1 Hy) = 7(Ln) >2 7(Hy)=0, 7(Ly >1
I,,) = 7(I,,) >2 7(I,)=0. The proof is completed. O

Theorem 3.8. A graded post-Lie algebra structure on S satisfying (3)-(9) must be
one of the following types, for all m,n € Z (in every case I,, > H, = Hy > I, =
I,>1,=0),

WP Lyys?" Ly =0, LyyT* Hy =0, Ly I, =0, Hp ' Ly, = 0,
Hp, v H, =0, I,o7" L, =0;

WP Ly od' Ly =0, Lyy>y Hy =0, Lyyob' I, = 0, Hy o) Ly, =
(2 —m)Hpin » Hovy Hy = (n—m)Lpgn o Ln >y Ly = —mlyiy ;

OWP?): Lin»1? Ly = (n— m)Linsny Lin 12 Hy = (0 — 2)Hpin, Lin 12 I, =
nlmin s Hp ? Ly =0, Hypo 2 Hy =0, I, 572 L, = 0;

(W22): Lin>3? Ly = (n—m) Lt s L >s? Hy = (n— 2)Hpiy o Ly oy? I, =
nlpin » Hn 532 Ly = (% = m)Hpsn , Hy 032 Hy = (n—m)Lyiy , Ln 32 Ly =
7mIm+.n;

Wty i =1,2,3,4,5

(n —m)Lpytn, m >0,

L, Dz.jf‘c L, = —ncLy, m =0,
0, m < 0;
pe (TL - %)Hm+n7 m > 0,
L,v>;* H, = (—nc+ p)H,, m=0,
0, m < 0;
. nlmin, m > 0,
Lo 3 1, =4 (—nc+2p)l,, m=0,
0, m < 0;

Ps n
o, > P Ly, = 62’,2(5 - m)Hm+n
+(6i,3 + dia) § —5AHy, m =

5= Hm ny 2
+6i’5 (2 m) + m
0, m <

Hyy 57 Hyy = 6;.5(n — m) Inyn

+(6i,3 + 51',4) —n)\In, m = 0,
0, m < 0;

n—m)lpyn, m21,

+5i,5 ( ) +
0, m<t—1;

pe
Im [>i 3 Ln = 51',2(7m)fm+n

_mIm "y m 2 ka

+0i 3 *
0, m<k—1;
—mIpgn, m >0,

+0;4 { naly,, m =0,

0, m < 0;
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655 {—m[m+n, m > s,
0, m<s—1;
(wff”:;’;’t) ©i=1,2,3,4,5
. (n—=m)Lytn, m <O,
Lo 4 L, = —nel, m =0,
0, m > 0;
. (n—F)Hmgn, m<O0,
L., DZD“ H, = (—nc+ p)H,, m=0,
0, m > 0;
. nlmin, m <0,
L, DT“ I,=<¢ (—nc+2u)l,, m=0,
0, m > 0;
Hypy 7% Ly = 6i9(% — m)Hyyom
0, m > 0,
+((5i73 + 51',4) —%)\Hn, m =0,
(5 —m)Hpin, m<O0;
. s {0, m 2 t,
(G - m)Hpg, m<t-—1;
Hy ol 4 Hy = 6;.50(n — m) Lyim
0, m > 0,
+(0i3 4+ 0i4) § —nA,, m =0,
(n—=m)pin, m<O0;
6, s {0, m 2 t,
N (n—m)pgn, m<t—1;

0 m =k

+5: ) )
o3 —mIpygn, m<Ek—1;

0, m > 0,

+6;.4 § nal,, m =0,

=M, m<0;

0, m < 1;

Ps _ (n D) )Lm+na m 2 2,

L7rL DZ H’IL - { 07 m < 1,
Ps nIm+na m 2 27
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H,, »l5 Hy = 6;2(n — m) Lpin
0,
1.

m <
(Tl - m)Im+n7 m =

k)

Pe + | (m—=m)Lyyn, m<1,
Lo i Ln = { 0, m > 2;
Pe (’I’l 2 )Hm—H’u m < 1a
Ly Hy = { 0, m> 2
Ps nIm-‘rn) m < 1a
Lm P I”_{ 0, m>

(n—m)pyn, m<O0,
+0i :
3 0, m = 1;
InoT° Ly = 8i0(—m) Lin
_mI7n+n7 m g _17
3 {0, m > 0;
WPy i=1,2,3,
Pz _ (n m)Lerna m< =2,
Lon b L”_{ 0, m = —1;
Pr _ (n— ?)Hm—i-m m < =2,
Ly, >; Hn—{ 0, m>—1;
Pz nIm—i—n; m < 725
Lpy> "1, { 0, m>—1;
Hm I>Z37 Ln = (5@2(% — m)Hm+n
45, (% - m)Hm—Hu m < 0,
b3 0, m =1
Hy >F" Hy = 0500 — m)Lyin
( - m)Im+n7 m < 0,
d;
i3 {0, m = 1;
I 77 Ly = 8i0(—m) i
—mdpyipn, m< -1,
+0;
Ao, m >0

0 m < —2;

—3)Hmin, m=-1,

_ { (n—=m)Lpmgn, m>—1,
Ps _ (n 2)
Ly> % H,= { 0 m< —2:

2783
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Lin i ® In _{ ft m < ;
Hy bl Ly =09 7—m) b
+0;3 9 m <0,
TG —m)Hpyyn, m>1
H,, >7® Hy = 6;0(n —m)Lyin
6 0, m <0,
Tl n—m)pgn, m>=1

Lo Ly = 8 2(—m) Lnn

0, m < 0,

—mlpyyn, m=1

where c,a, u, A € C, k€ {—2,-1,1,2,3}, t € Z\{0,1} and s € {2t—2,2t—1,2t,2t+
1,2t 4+ 2}. Conversely, the above types are all the graded post-Lie algebra structures

+5z 3

satisfying (3)-(9) on' S. Furthermore, the post-Lie algebras Wlpj : ’; g WP5 and VV726
are isomorphic to the post-Lie algebras WZD;‘ i ];\ t, WP7 and ng 1=1,2,3,4,5 and

7 =1,2,3 respectively, and other post-Lie algebras are not mutually isomorphic.

Proof. Suppose that (S, [,],>) is a class of post-Lie algebra structures satisfying (3)-
(9) on the Schrodinger-Virasoro algebra S. By Lemma 3.3-3.5, there are complex-
valued functions f, g, h on Z and complex numbers p, a such that one of 26 cases in

Table 2 holds. From this with Lemma 3.1, we obtain 26 classes of graded post-Lie

P skt

algebra structures on S. We claim that h(0) = A and g(0) = 7 in W, ;M N sJ=3,4

and i = 1,2,3,4,5 and ¢(0) = A in Wf‘j, j=5,6,7,8and ¢ = 1,2,3. We claim that
g(0) = A and g(0) = 7 will not appear in every structures, when m = 0, for example,
in Case VVP5 i=1,2,3, then I, l>§35 L, = 05\10_,_” =0, one has I, l>3PS L, =0 for

<0, and in Case WZ’;’; V' i=1,2,3,4,5, then Hpbi Ly = —(2—0)AHopn = 0,
one has H,, l>37)\ L, =—-5)\H, for m = 0. Hence we can obtain 26 classes of graded
post-Lie algebra structures on & listed in the theorem.

Conversely, every type of the 26 cases means that there are complex-valued func-
tions f and g, h on Z and complex numbers a, i such that (10)-(15) hold and, the
Equations (16)-(22) are easily verified. Thus, by Lemma 3.1 we see that they are the
all graded post-Lie algebra structures satisfying (3)-(9) on the Schrédinger-Virasoro

algebra S.

Finally, by Lemma 3.7 with maps L,, - —L_,,, Hy, &> —H_p, I, — —1_,
we know that the post-Lie algebras Wl b i I; t, WJPS and WJP‘S are isomorphic to
the post-Lie algebras Wf;’:it, WJP7 and )/VJPS7 i = 1,2,3,4,5 and 5 = 1,2,3
respectively. Clearly, the other post-Lie algebras are not mutually isomorphic. The
proof is completed. O

4. Application to Rota-Baxter operators. The Rota-Baxter algebra was intro-
duced by the mathematician Glen E. Baxter [2] in 1960 in his probability study, and
was popularized mainly by the work of Rota [16, 17] and his school. Recently, the
Rota-Baxter algebra relation were introduced to solve certain analytic and combi-
natorial problem and then applied to many fields in mathematics and mathematical
physics (see [6, 7, 19, 23] and the references therein). Now let us recall the definition
of Rota-Baxter operator.
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Definition 4.1. Let L be a complex Lie algebra. A Rota-Baxter operator of weight

A€ Cis aliner map R: L — L satisfying
[R(x), R(y)] = R([R(z),y] + [z, R(y)]) + AR([z,y]), Vxy € L. (50)

Note that if R is a Rota-Baxter operator of weight A # 0, then A\~'R is a Rota-
Baxter operator of weight 1. Therefore, one only needs to consider Rota-Baxter
operators of weight 0 and 1.

4.1. Rota-Baxter operators of weight 1. In this section, we mainly consider
the homogeneous Rota-Baxter operator R of weight 1 on the Schrodinger-Virasoro
S given by

R(Lm) = f(m)Lm, R(Im) = g(m)Im

for all m € Z, where f, g, h are complex-valued functions on Z.

R(Hpm) = h(m)Hp, (51)

Lemma 4.2. (see [1]) Let (L,[,]) be a Lie algebra and R : L — L a Rota-Baxter
operator of weight 1. Define a new operation x>y = [R(x),y] on L. Then (L,[,],>)
is a post-Lie algebra.

Theorem 4.3. A homogeneous Rote-Bazrer operator R of weight 1 satisfying (51)
on the Schridinger-Virasoro S must be one of the following types

(RTY): R(Ly,) =0, R(H,) =0, R(I,) = 0;
(RY): R(Lim) = 0,R(H,) = —Hy, R(I,) = —I;
(RT2): R(Ly) = —Lm, R(H,) = 0, R(I,,) = 0;
(RY2): R(Ly) = =L, R(H,) = —H,, R(I,) = —I,,;
—Lo, m > 0,
(RT3): R(Ly) = { cLo, m=0, R(H,) =0, R(I,) = 0;
0, m < 0;
—Lp,, m > 0,
(RY%): R(Ly) ={ cLy,  m=0, R(H,) = —H,, R(L,)=—I;
0, m < 0;
—L, m > 0, —H,, n >0,
(REEA): R(Lwm) =4 cLoy,  m=0, R(H,) = {AHy, n =0,
0, m < 0; 0, n < 0;
—1I,, n >k,
R(In) = 7/;]07 n= 07
0, n<k—1;
—L, m > 0, u -
RIS R(Ly) = - H)={ m n=h
(R5*™7): R(Lm) cLo, m=0, R(H,) {o, i1
0, m < 0;
_Ina 2 )
R(I,) = { °
0, <s—1;
—Lo, m <0,
(RTY): R(Lwm) ={ cLo,  m=0, R(H,)=0,  R(I,) =0;
0, m > 0;
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—L,, m < 0,
cLg, m =0, R(H,)=—H,,
0, m > 0;
—Lp, m < 0, 0,
cLy, m =0, R(H,) =
0, m > 0; —H,,
0, n >k,
71, n =0,
—1I,, n<k-—1;
—Ly,, m > 0,
cLy, m =0,

=
3
N
o

>
R(I,) = 0, n=s,
—1I, n<s—1;
—L m =2
RPOZRLm — ms = 4
(RT"): R(Ly) {O, iy
—L m > 2
R’P5 RLm _ ms = &
(RE"): R(Ln) {0’ i
—L m =2
RPSARL — moy = “y
(R%): R(Ln) {07 iy
0, n < —1,
R(I,) =< A, n=0,
—I,, n=1
—L m <1
RYS): R(Ly) =4 ™ 2
(RT*): R(Ly) {0’ N
—L m <1
RE®): R(Ly) =4 ~™ =7
(RE"): R(Ly) {0, "
—L m<1
RPGAZRLm — ms X b
(RFS): R(Ln) {07 .
_I'ru n<_17
R(I,)={ Xy, n=0,
0, nz=l1;
—L m< =2
RP7): R(Ly,) = ™ S
(RT"): R(Ly) {07 N
—L m< —2
R’P7 RLm: m> X )
(RE"): R(Ln) {0, N
—L m < =2
R’PZ'RL — my ~ b
(REY): R(Ln) {07 SN

<
R(Hn) = {07 n<0
-Hp,, nx=1
R(Hn) =0, R(In) =0;
R(Hn) = 7Hna R(In) =
_Hna g Oa
R(H,) = { "
0, nz=1;
R(Hn) =0, R(In) =0;
R(H,) =—-H,, R(I,) =
> 1;
R(H,) =% "
-H,, n<0
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0, n>=l1,
R(I,)={ My, n=0,
*Ina n < *]—a
_L’n’m 2 _17
(RP®): R(Ly) = mn R(H,) =0, R(I,) = 0;
0, m < —2;
*Lm7 2 717
(RP*): R(Ly,) = m R(H,) = —H,, R(I,) = —Iy;
0, m < —2,
—L m > —1 —H n>1
RPSARLm: m> = 9 RHn: ny = 4
(Ry5): B(Lm) {07 m< 2. (Hp) {0’ n <0
—I,, n>1,
R(I,)={ My, n=0,
0, n<—1

for allm,n € Z, where ¢, \,\\,7 € C, k € {-2,-1,1,2,3} with k #1, t € Z\ {0,1}
and s € {2t — 2,2t —1,2t,2t + 1,2t + 2.

Proof. In view of Lemma 4.2, if we define a new operation z >y = [R(z),y] on S,
then (S, [,],>) is a post-Lie algebra. By (51), we have

Ly > Ly = [R(Ly,), Ly = (m —n) f(m)Lyn, (52)
Lin> Hy = [R(Lyn), Ha) = (5 = 0)f () Hyion, (53)
Ly Iy = [R(Lip), In] = —nf (m) I im, (54)
Hyv Ly = [R(Hy), L] = 7(% — m)h(m)Hypn, (55)
H,,>H,=[R(Hp,),H, = (m—n)h(m)in, (56)
Ln b Ly = [R(Im), L] = mg(m) I (57)
and I, > Hy = [R(L), Ho] = H > In = [R(Hp), In] = In 5 In = [R(In), In] = 0
for all m,n € Z. This means that (S,[,],>) is a graded post-Lie algebras structure

satisfying (3)-(9) with é(m,n) = (m —n)f(m), p(m,n) = (2 —n) f(m), x(m,n) =
7’17,f(m), w(mvn) = 7(% 7m)h(m)v §(m,n) = (min)h(m) and e(ma n) = mg(m)
A similar discussion to Lemma 3.1 gives

(m —n)(f(m+n) = f(n)f(m) + f(m)f(m+n)+ f(n)f(m+n)) =0,
(* —n)(h(m +n) = f(m)h(n) + f(m)h(m + n) + h(n)h(m + n)) =0,

(m +n)(glm+n)(1+ f(m)+g(n)) — f(m)g(n)) =0,
(m —n)(g(m +n) — h(m)h(n) + h(m)g(m + n) + h(n)g(m +n)) = 0.

From this we conclude that Equations (10)-(22) hold with a = g = 0. In the same
way of Lemma 3.6, we see that f, g, h must satisfy Table 2 with a = p = 0. This
excludes Cases Wf;’u and szﬁ ' Thus, f, g, h must be of the 24 cases listed
in Table 2 with @ = p = 0, which can yield the 24 forms of R one by one. It is
easy to verify that every form of R listed in the above is a Rota-Baxter operator of

weight 1 satisfying (51). The proof is completed. O

4.2. Remark on Rota-Baxter operators of weight zero and pre-Lie alge-
bras. The natural question is: how we can characterize the Rota-Baxter operators
of weight zero on the Schrodinger-Virasoro §7 This is related to the so called pre-Lie
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algebra which is a class of Lie-admissible algebras whose commutators are Lie alge-
bras. Pre-Lie algebras appeared in many fields in mathematics and physics under
different names like left-symmetric algebras, Vinberg algebras and quasi-associative
algebras (see the survey article [3] and the references therein). Now we recall the
definition of pre-Lie algebra as follows.

Definition 4.4. A pre-Lie algebra A is a vector space A with a bilinear product >
satisfying

(xpy)pz—ap>(yrz)=(yrz)pz—y>(x>z), Vr,y 2z € A (58)
As a parallel result of Lemma 4.2, one has the following conclusion.

Proposition 1. (see [8]) Let (L,[-,]) be a Lie algebra with a Rota-Baater operator
R of weight 0 on it. Define a new operation x>y = [R(x),y] for any x,y € L. Then
(L,>) is a pre-Lie algebra.

Using a similar method on classification of Rota-Baxter operators of weight 1 in
the above subsection, by Proposition 1 we can get the forms of Rota-Baxter opera-
tors of weight zero when the corresponding structure of pre-Lie algebra are known.
For example, consider the homogeneous Rota-Baxter operator R of weight zero on
the Schrodinger-Virasoro algebra S satisfying (51). According to Proposition 1, if
we define a new operation z >y = [R(z),y] on S, then (S,r) is a pre-Lie algebra.
By (51), we have Equations (52)-(57) hold. At this point we can apply the rele-
vant results on pre-Lie algebra satisfying (52)-(57). But the classification of graded
pre-Lie algebra structures on § is also an unsolved problem, as far as we know. In
fact, we can direct characterize the Rota-Baxter operators of weight zero on the
Schrodinger-Virasoro S satisfying (51) following the approach of [6]. Due to limited
space, it will not be discussed here.
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