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ABSTRACT. The n-slice algebra is introduced as a generalization of path al-
gebra in higher dimensional representation theory. In this paper, we give a
classification of n-slice algebras via their (n + 1)-preprojective algebras and
the trivial extensions of their quadratic duals. One can always relate tame
n-slice algebras to the McKay quiver of a finite subgroup of GL(n + 1,C). In
the case of n = 2, we describe the relations for the 2-slice algebras related
to the McKay quiver of finite Abelian subgroups of SL(3,C) and of the finite
subgroups obtained from embedding SL(2,C) into SL(3, C).

1. Introduction. Path algebras are very important in representation theory and
related mathematical fields, it is interesting to study their counterparts in higher
representation theory [21, 20]. The n-slice algebra is introduced and studied in [15]
as the quadratic dual of an n-properly-graded algebra whose trivial extension is an n-
translation algebra (see Section 2 for the details). The n-slice algebra was called dual
7-slice algebra in [14, 17], for studying algebras related to the higher representation
theory introduced and studied by Iyama and his coauthors [21, 22, 20]. The n-
slice algebras bear some interesting features of path algebras in higher dimensional
representation theory setting: the 7,-closures, higher dimensional counterparts of
preprojective and preinjective components, are truncations of Z|,—1@Q, a higher
version of ZQ [15], and the n-APR tilts and colts can be realized by T-mutations in
Z|n—1Q*°P [17], which is obtained by removing a source (resp. sink) and adding a
corresponding sink (resp. source).

It is well known that the path algebras of acyclic quivers are classified as finite,
tame and wild representation types according to their quivers. This classification
has a great influence in representation theory. When Iyama and his coauthors
study n-hereditary algebras, they define and study n-representation-finite and n-
representation-infinite algebras, they also define and study n-representation-tame
algebras inside n-representation-infinite algebras [22, 23, 20]. Recently, Lee, Li,
Mills, Schiffler and Seceleanu give a new characterization of such classification for
acyclic quivers in terms of their frieze varieties [24]. The classification of path
algebras can also be read out from their preprojective algebras, that is, a path
algebra is of finite representation type if and only if its preprojective algebra is
finite dimensional, is of tame representation type if and only if its preprojective

2020 Mathematics Subject Classification. Primary: 16G20, 16G60, 16S35; Secondary: 20C05.

Key words and phrases. m-slice algebra, (n + 1)-preprojective algebra, McKay quiver, n-
translation algebra.

The authors are supported by Natural Science Foundation of China grant 11671126, 12071120.

* Corresponding author: Jin-Yun Guo.

2687


http://dx.doi.org/10.3934/era.2021009

2688 JIN-YUN GUO, CONG XIAO AND XIAOJIAN LU

algebra is of finite Gelfand-Kirilov dimension, and is of wild representation type if
and only if its preprojective algebra is of infinite Gelfand-Kirilov dimension [9].

Regarding n-slice algebra as a higher version of path algebra, in this paper,
we generalize the classification of path algebras via (n + 1)-preprojective algebras
and related n-translation algebras. By using the results in [18], we get that for
an n-slice algebra, its (n + 1)-preprojective algebra is either of finite dimension,
of finite Gelfand-Kirilov dimension or of infinite Gelfand-Kirilov dimension. The
trivial extension of the quadratic dual of an n-slice algebra is a stable n-translation
algebra, so it is either weakly periodic, of finite complexity and of infinite complexity,
accordingly. In this way we classify the n-slice algebras as finite type, tame type
or wild type according to their (n + 1)-preprojective algebras or according to the
trivial extensions of their quadratic duals.

McKay quiver for a finite subgroup of a general linear group is introduced in [27],
which connects representation theory, singularity theory and many other mathemat-
ical fields. McKay quiver is also very interesting in studying higher representation
theory of algebras [20, 15]. Over the algebraically closed field of characteristic zero,
the preprojective algebras of path algebras of tame type are Morita equivalent to
the skew group algebras of finite subgroups of SL(2, C) over the polynomial algebra
of two variables [29, 8]. Inspired by this results, it is observed in [16] that the skew
group algebras of a finite subgroup G of GL(n+ 1, C) over the exterior algebra of an
(n + 1)-dimensional vector space, and over polynomial algebra of n variables, have
the McKay quiver of G as their Gabriel quivers. The former of these algebras is an
n-translation algebra and the later is a Noetherian Artin-Schelter regular algebra
of Gelfand-Kirilov dimension n + 1. In this paper, we show that by constructing
universal cover, taking 7-slices, and then taking quadratic duals, we obtain tame
n-slice algebras associate to the McKay quiver of a finite subgroup of GL(n+ 1, C).
In this process, we get three pairs of quadratic dual algebras related to a McKay
quiver. We present some interesting equivalences of triangulate categories related
to these algebras, among them we get a version of Beilinson correspondence and a
version of Bernstein-Gelfand-Gelfand correspondences related to McKay quivers.

We also describe the quivers and relations for the tame 2-slice algebras related
to McKay quivers. We characterized the relations for 2-slice algebras associated to
the McKay quivers of finite Abelian subgroup of SL(3,C) and of finite subgroup
of SL(3,C) obtained by embedding SL(2,C) into SL(3,C). The relations of the
2-translation algebras and AS-regular algebras related to the McKay quivers are
described first, and the quivers and relations for the associated 2-slice algebras
follow immediately.

The paper is organized as follows. In Section 2, concepts and results needed
in this paper are recalled. We recall the constructions of the n-translation quiv-
ers related to an n-properly-graded quiver, and the algebras related to an n-slice
algebra. We also recalled notions and results in [18] needed in Section 3. In Sec-
tion 3, we discuss the classification of n-slice algebras via the stable n-translation
algebras and the (n + 1)-preprojective algebras related to them. In Section 4, we
discuss the McKay quivers of some finite subgroups of SL(n+1,C). We also discuss
the tame n-slice algebras associated to the McKay quivers of the finite subgroups
in SL(n 4+ 1,C) and present the equivalences of the related triangulate categories.
In the last section, we describe the relations for the stable 2-translation algebra,
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the AS-regular algebras and 2-slice algebras related to the McKay quivers of fi-
nite Abelian subgroups of SL(3,C) and finite subgroups of SL(3,C) obtained by
embedding SL(2, C) into SL(3, C).

2. Preliminary. In this paper, we assume that k is a field, and A = Ag+A1+--- is
a graded algebra over k with Ay a direct sum of copies of k such that A is generated
by Ag and A;. Such algebra is determined by a bound quiver Q = (Qq, @1, p) [13].

Recall that a bound quiver Q = (Qo, @1, p) is a quiver with Qg the set of vertices,
@1 the set of arrows and p a set of relations. The arrow set 7 is usually defined
with two maps s, ¢ from @1 to Qo to assign an arrow « its starting vertex s(«) and
its ending vertex t(«). Write @y for the set of paths of length ¢ in the quiver @,
and write kQ; for space spanned by Q. Let kQ = €, kQ: be the path algebra
of the quiver Q over k. We also write s(p) for the starting vertex of a path p and
t(p) for the terminating vertex of p. Write s(z) = ¢ if x is a linear combination of
paths starting at vertex 4, and write ¢(z) = j if « is a linear combination of paths
ending at vertex j. The relation set p is a set of linear combinations of paths of
length > 2. We may assume that the paths appearing in each of the element in
p have the same length, since we deal with graded algebra. Through this paper,
we assume that the relations are normalized such that each element in p is a linear
combination of paths of the same length starting at the same vertex and ending at
the same vertex. Conventionally, modules are assumed to be finitely generated left
module in this paper.

Let Ao = @ ki, with k; ~ k as algebras, and let e; be the image of the identity in

1€Q0
the ith copy of k under the canonical embedding. Then {e;|i € Qo} is a complete set
of orthogonal primitive idempotents in Ag and Ay = @ ejAre; as Ap-bimodules.

4,J€Qo0
Fix a basis Qij of ejAye; for any pair 4,7 € Qo, take the elements of Qij as arrows
from 7 to 7, and let Q1 = U(i,j)erxQoQ§j~ Thus A ~ kQ/(p) as algebras for some
relation set p, and Ay ~ kQ:/((p) NkQ:) as Ag-bimodules. A path whose image is
nonzero in A is called a bound path.

A bound quiver @ = (Qo, Q1, p) is called quadratic if p is a set of linear com-
bination of paths of length 2. In this case, A = kQ/(p) is called an quadratic
algebra. Regard the idempotents e; as the linear functions on @ing ke; such that
ei(e;) = 0i,5, and for 4,j € Qo, arrows from i to j are also regarded as the lin-
ear functions on e;kQ1e; such that for any arrows «, 8, we have a(8) = do . By
defining o1 - -, (B1, -+, Br) = a1(B1) - - - . (Br), €jkQre; is identified with its dual
space for each r and each pair i, j of vertices, and the set of paths of length r is re-
garded as the dual basis to itself in e;k(Q),.e;. Take a spanning set pij of orthogonal
subspace of the set e;jkpe; in the space e;jkQ)2e; for each pair 7, j € Qo, and set

t= 1 oy (1)
1,5€Q0
The quadratic dual quiver of Q is defined as the bound quiver Q+ = (Qo, Q1, p*),
and the quadratic dual algebra of A is the algebra A" ~ kQ/(p*) defined by the
bound quiver Q1 (see [14]).

2.1. n-properly-graded quiver and related n-translation quivers. To define
and study n-slice and n-slice algebra, we need n-properly-graded quiver and related
quivers.
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Recall that a bound quiver Q = (Qo, Q1, p) is called n-properly-graded if all the
maximal bound paths have the same length n. The graded algebra A = kQ/(p)
defined by an n-properly-graded quiver is called an n-properly-graded algebra.

Let @ be an n-properly-graded quiver with m-properly-graded algebra A, let
M = Mg be a maximal linearly independent set of maximal bound paths in Q.
Define the returning arrow quiver é = ((507@1) with vertex set éo = o, arrow

set Q1 = Q1 U Qi m, with Qi m = {Bp : t(p) — s(p)lp € M}. By proposition
3.1 of [14], @ is the quiver of the trivial extension AA of A. So there is a relation
set p, such that AA ~ kQ/(5). We use the same notation Q for the bound quiver
@ = (QO, @1, p). By Lemma 3.2 of [14], the relation set 5 can be chosen as a union
p U pa U pg of three sets, the relation set p of @, the set pprq of all paths formed
by two returning arrows from (1, and a set py of linear combinations of paths
containing exactly one returning arrow.

The n-translation quiver and n-translation algebra are introduced to study higher
representation theory related to graded self-injective algebras in [13]. The bound
quivers of a graded self-injective algebras are exactly the stable n-translation quivers,
with the Nakayama permutation 7 as its n-translation [13] (called stable bound
quiver of Loewy length n+ 2 in [12]). Since AA is a graded symmetric algebra, the
returning arrow quiver @ is a stable n-translation quiver with trivial n-translation.

With an n-properly-graded quiver @, we can also define an acyclic stable n-
translation quiver Z|,_1Q), via its returning arrow quiver @, as the bound quiver
with vertex set

(Z)n-1Q)o = {(u,t)|u € Qo,t € Z}
and arrow set
(Z|n—1Q)1 =Z x Q1 UZ X Q1,Mm,
with
ZxQr={(a,t): (i,t) — (I, t)|a i — i’ € Q1,t € Z},

and

Z x Ql,./\/l = {(6P’t) : (ilvt) — (i7t+ 1)|p € M,S(p) = i,t(p) = i/}'

The relation set of Z|,,_1Q is defined as pz|, g = Zp U Zpr U Zpo, where

Zp = {Zas(as,t)(a's,t)\ Zasaso/s € p,t € Z},

ZpM = {(ﬁp/7t)(6pat + 1)|Bp’5p € p./\/ht € Z},
and

Zp() = {Za‘s’(ﬂp’s,:t)(aglvt'i' 1) +Zb8(a57t)(ﬂpsft)‘ Zas’ﬁp;,a/s/ +Zb3asﬂps € po,t € Z}v

when the returning arrow quiver @ is quadratic. The quiver Z|,—1Q is a locally
finite infinite quiver if @ is locally finite. It is a quiver with infinite copies of @
with successive two neighbours connected by the returning arrows. With the n-
translation 7 defined by sending each vertex (i,t) to (i,¢ — 1), Z|,,—1Q is a stable
n-translation quiver.

Recall a complete T-slice in an acyclic stable n-translation quiver is a convex full
bound sub-quiver which intersect each 7-orbit exactly once. It is obvious that each
copy of Q in Z|,,—1@Q is a complete T-slice.
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Given a finite stable n-translation quiver @, we can construct another infinite
acyclic stable n-translation quiver ZoQ = (ZoQo, ZoQ1, pzoé) as follows (denoted

by @ and called separated directed quiver in [12]) with the vertex set
ZsQo = {(i,n)]i € Qo,n € Z};
and the arrow set
ZoQ1 = {(a,n) : (i,n) = (jyn+1)|a:i—j € Qi,n € Z}.

If p=qay---ap is a path in @, define p[m] = (as,m+s—1)--- (a1, m), and for an

element z = ), a;p; with each p; a path in Q, a; € k, define z[m] = >, a;p;[m] for
each m € Z. Define relations

pr. = {CImli¢ € pym € Z) (2)

here {[m] = >, asps[m] for each { = >, aps € p. ZoQ is a locally finite bound
quiver if @ is so.

A connected quiver @ is called nicely-graded if there is a map d from Qg to Z
such that d(j) = d(i) + 1 for any arrow « : i — j.

Clearly, a nicely graded quiver is acyclic.

Proposition 2.1. 1. Let d be the greatest common divisor of the length of cycles
n @, then Zoé has d connected components.
2. All the connected components of ZQ@ are isomorphic.
3. Each connected component of ZOC} is micely graded quiver.

Proof. The first and the second assertions follow from Proposition 4.3 and Propo-
sition 4.5 of [12], respectively. The last follows from the definition of Z.Q. O

An n-properly-graded quiver is called n-nicely-graded quiver if it is nicely-graded.

Proposition 2.2. Assume that Q is an n-nicely-graded quiver. Let @ be the re-
turning arrow quiver of Q. Then Z|,—1Q is isomorphic to a connected component

of ZOQV, hence s also nicely graded.
Proof. Let d : Qo — Z be the function such that d(j) = d(i) + 1 for an arrow

a:i— jin Q. Fix an vertex ig € Qq, define ¢ : Z|,,—1Qo — Z,Q by
o(i,t) = (i, t(n + 1) + d(i) — d(io)).

It is easy to see that ¢ is an isomorphism from Z|,,_1Q to the connected component
of Z,(Q containing the vertex (ig,0). O

By definition, an n-translation quiver is an (n + 1)-properly graded quiver. The
bound quiver Z|,,—1Q is an (n+ 1)-nicely graded quiver and the n-translation sends
the ending vertex of a maximal bound path of length n 4+ 1 to its starting vertex.
So by the definition of complete 7-slice, we immediately have the following.

Proposition 2.3. If@ is a stable n-translation quiver. Then any complete T-slice
in ZeQ is an n-nicely-graded quiver.

Let m < [ be two integers, write ZoQ[m, (] for the full subquiver of Zoé with
vertex set

ZoQolm, 1] = {(i,t)|m < t < I}.
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Z,Q[m,l] is a convex subquiver of Zoé, so it is regarded as a bounded subquiver
by taking

Pz, 5lm. 1] =A{zlx € py g5, s(x), 1(z) € ZoQo[m, 1]} (3)
By Proposition 6.2 of [12], we get the following for any m.

Proposition 2.4. Z,Q[m,m + n] is a complete T-slice of ZoQ.

The complete 7-slice Z,Q[0,n] is called an initial 7-slice in [12]. If the quiver
@ is nicely graded, by Lemma 6.5 of [12], we can recover our quiver ) by using
T-mutations on a connected component of ZoQ[m,m + n].

Starting with an acyclic n-properly-graded quiver (), we construct its returning
arrow quiver @, which is a stable n-translation quiver. With @), we construct a
universal cover Z|,,_1Q, which is an acyclic stable n-translation quiver, or construct
a universal cover ZOQ, which is a nicely-graded stable n-translation quiver. We can
recover () as a complete 7-slice of Z|,,—1Q, and when @ is a nicely-graded, we can
recover it as a connected component of complete a 7-slice of Zoé.

We have the following picture to illustrate the relationship among these quivers.

n-properly-graded quiver Q (4)
returning arrow quiver
taking T-slice stable n-translation quiver Q

universal cover

acyclic stable n-translation quiver Z|,,_1Q

2.2. n-slice algebras and related algebras. The quadratic dual quiver Q+ =
(Qo, Q1, p") of an acyclic quadratic n-properly-graded quiver @ is called an n-slice.
Recall that a graded algebra A = 7, A; is called a (p,q)-Koszul algebra if

Ay =0 for t > p and Ao has a graded projective resolution
oy pt L pt S po S R, (5)

such that P! is generated by its degree ¢ part for ¢ < ¢ and ker f, is concentrated
in degree g + p [6, 13]. A graded algebra defined by an n-translation quiver @ is
called an n-translation algebra, if there is a ¢ > 2 or ¢ = oo such that A is an
(n+1,¢)-Koszul algebra [13]. A stable n-translation algebra A is a (n+ 1, q)-Koszul
self-injective algebra for some ¢ > 2 or ¢ = oo, and we call ¢ the Cozeter index of
A.

Let A be the n-properly-graded algebra defined by @, if the trivial extension AA
is a stable n-translation algebra, the algebra I' = kQ/(p") defined by the n-slice
Q™ is called an n-slice algebra.

The following Proposition justifies the name n-slice.
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Proposition 2.5. Let I’ be an acyclic n-slice algebra with bound quiver Q, then
Q is a complete T-slice of the n-translation quiver Z|,_1Q and A = TP is a T-slice
algebra.

Starting with a quadratic acyclic n-properly-graded quiver @, let A be the n-
properly-graded algebra defined by @ and let I' be the algebra defined by the n-slice
Q+. If Q is a quadratic quiver, write Ql for its quadratic dual quiver. In this case,
Z|n-1Q and Z,Q are also quadratic quivers, write Z|,_1Q* and Z,Q* for their
quadratic dual quivers, respectively.

With the quivers related to @) defined above and their quadratic duals, we have
interesting algebras. We associate the trivial extension A = AA of A to the returning
arrow qulver Q If T is an n-slice algebra, we associate the (n + 1)-preprojective
algebra I' = II(T) of T to a twist Q- of its quadratic dual, by Corollary 5.4 of [14].

We also associate algebras to the bound quivers Z|,,_1 @ and ZOQ by constructing
smash products over A. Note that A is generated by the returning arrows over A.
Taking A as degree zero component and taking the returning arrows as degree 1
generators, we get a Z-grading on A induced by the n-translation. Construct the
smash product K#kZ* of A with respect to this grading. It is shown in Section 5
of [13] that Z|,_1Q is the bound quiver of A#kZ*.

Taking the usual path grading on /~\ that is, taking Ag as the degree 0 component
and taking the arrows in Q as degree 1 generators, we get a Z-grading on A induced
by the lengths of the paths of kQ Construct the smash product of A# kZ* with
respect to this grading. By Theorem 5.12 of [12], ZOQ is the bound quiver of
A#' KT

So we can get criteria for I to be n-slice algebra using /N\#kZ* and K#'kZ*. Note
that @ is always an n-translation quiver, so A is n-translation algebra if and only
if there is a ¢ > 2 or ¢ = oo, such that A is (n + 1, q)-Koszul. By Propositions 2.2
and 2.6 of [13], A is (n + 1, ¢)-Koszul if and only if A"°? is (¢,n 4 1)-Koszul. We
also get the following criterion for I" to be an n-slice algebra.

Proposition 2.6. Let T' be the algebra defined by an n-slice Q. Then T is an
n-slice algebra if and only if there is a ¢ > 2 or ¢ = oo, such that the (n + 1)-
preprojective algebra II(T") is (g, n + 1)-Koszul.

Write Z|,,— 1QJ- and ZOQJ- for the quadratic duals of Z|n 1Q and ZOQ, respec-
tively. Write A for the algebra defined by Z|,—1Q or ZQQ, and write I for the
algebra defined by Z|,,_1 Q"+ or ZOQL. We have the following picture depicting the
relationship of these algebras:

A = quadratic dual T . (6)
trivial (n + 1)-preprojective
extensiO\ algebra\
T-slice algebra A=< quadratic dual r

smash product

e — quadratic dual—— T
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The left triangle is induced by the picture (4) depicting quivers. The left vertically
up arrow indicate taking a 7-slice algebra when A = A#KZ”, and indicate taking a
direct summand of 7-slice algebra when A = A#'kZ*.

2.3. Loewy matrix and Koszul cone of stable n-translation algebra. Now
we assume that A = Z?iol Kt is a stable n-translation algebra, that is, it is an
(n + 1,q)-Koszul self-injective algebra, with finite bound quiver @ Let éo =
{1,2,...,m}. Then A is unital with 1 = e; + --- + €,,. We need some results
in [18] concerning the complexities of A and the Gelfand-Kirilov of its quadratic
dual A",

For 0 <t <n+1, define

dim pe1Aer  dimgesAie; oo+ dimge,Aser

~ dim pei1Ases  dimpgesAies -+ dim e, Ases
Ar(A) =

dim pe1Ave,, dimgesAie,, -+ dimpenAien,

Let E be the m x m identity matrix, then Ag(A) = E.
The Loewy matriz L(A) for A is defined in [18] as a matrix

Af(A) -E 0 -~ 0 0
N Ay(A) 0 —E 0 0
L(A) = B (7)
AA) 0 0 0 —E
Ani(A) 00 0 0

with size (n + 1)m x (n + 1)m.
Let M = My + -+ + Mp4p, be a graded A-module of Loewy length < n + 1
generated in degree h. The level dimensional vector 1.dim M is defined as

dim M,
lLdim M = : , ()
dim My,
where dim M; is the dimensional vector of M; as a Ko—module. Recall the syzygy
QM of M is the kernel of the projective cover P(M) — M. Thus QM = 0 if M
is projective, and there is an exact sequence 0 — QM — P(M) — M — 0 if M is
not projective. Write Q1M = Q(Q'M).
Assume that A is graded self-injective, if a finitely generated graded A-module
M without projective summands has a minimal projective resolution

— P — ... P P M0

such that P! is generated in degree h+t for ¢ < s, then the level dimensional vector
for Q2°M is defined and we have

1.dim Q°M = L*(A)Ldim M (9)

by Proposition 1.1 of [18].

Write 0 for the zero vector or zero matrix. We call a matrix (vector) nonnegative
if all the entries are > 0, positive if it is nonnegative and at least one entry is
> 0. We call a matrix (vector) negative if its opposite is positive. For two vectors
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(matrices) v and v/, write v < v’ if v/ — v is nonnegative and write v < v/ if v/ — v
is positive. Write
E

0
Vo =
0 m(n+1)xm
The following Proposition follows from (9) and the definition of the (p, ¢)-Koszul
algebra.
Proposition 2.7. Assume that A is a stable n-translation algebra with Cozeter

index q. Then q is finite if and only if LYY (A)Vy is negative.

Now assume that ¢ = oo, then A is a Koszul self-injective algebra of Loewy
length n + 2. Write KC for the real cone spanned by the level dimensional vectors of
finitely generated Koszul A-modules, called Koszul cone in [18], and K is contained
in the positive cone in the real space R )™ Let o = Or(R) be the spectral radius

of L(A), that is, the maximal norm of its (complex) eigenvalues, which is called the
size of the biggest Jordan block of the eigenvalue \; the algebraic degree of \;.
We can restate the Theorems 2.4 and 2.5 of [18] as follows.

Proposition 2.8. K is a solid cone invariant under the linear transformation de-

fined by L(A).
Then by Theorem 3.1 of [30], g is an eigenvalue of L(/~\) with maximal algebraic
degree among the eigenvalues with norm g. By Theorem 2.7 of [18], we have o > 1.
The following is part (a) of Proposition 2.9 of [18].

Proposition 2.9. Let A be a Koszul stable n-translation algebra. Let o be the

spectral radius of the Loewy matriz L(A) with algebraic degree d. Then for any vector

v € K, there exists an integer 1 < d' < d, such that L(v,d’) = 5,(71})9‘: |r e N} isa
compact set in K and there exists a sequence r1 < rg < --- of integers and a vector
vo with nonnegative entries such that lim;_; o Ld,i(fx)r‘; = vy.

r; o

Let M be a A-module. Recall that the complexity cz (M) of M is defined as the
least non-negative number d such that there exists A > 0 with dim kQ(t)M < At
for almost all ¢, or infinite if no such t exist. The complexity c(ZNX) of an algebra A
is defined as the supremum of the complexities of finitely generated A-modules.

By applying Proposition 2.9, the following is proved as Theorem 2.10 in [18].

Proposition 2.10. If o > 1, then cz(M) = oo for any non-projective Koszul
A-module M.

Recall that for a graded algebra I' =T'g +I'1 + - - - generated by I'g and I'y, the
Gelfand-Kirilov dimension GKdim I" is defined as

GKdimT' = Tim log,, ) dim ,T';. (10)

m—o0
t=1

By using Koszul duality, the Gelfand-Kirilov dimension of the quadratic dual I =
AP is also discussed in [18].
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The following is Theorem 3.2 in [18]. Let A be a Koszul stable n-translation
algebra, and write I' = AP,

Theorem 2.11. If p =1 and d is the algebraic degree of the spectral radius, then
GKdimTI' =d. B
If o > 1, then GKdimT = oc.

The following is Theorem 3.1 in [18].

Theorem 2.12. Iff is Noetherian, then o = 1.

3. Classification of n-slice algebras. By picture (6), we see an n-slice algebra

I is related to a stable n-translation algebra A = (TI(I"))"°P.

To classify the n-slice algebras, we first discuss a classification of the stable n-
translation algebras, by expanding the theory developed in [18]. Let L(A) be the
Loewy matrix of A, and ¢ be the spectral radius of L(A).

We call an algebra A weakly periodic if there is an integer [ such that QIJNXO ~ /~\0
as A-module. We remark that in the literature, an algebra A is called periodic

algebra if there is an integer [ such that Q%GA ~ A as A°-module for the envelop
algebra A¢ = AP QA.

Lemma 3.1. A stable n-translation algebra A s weakly periodic if and only if its
Cozeter index q is finite.

Proof. For stable n-translation algebra A with finite g, the (g+1)th syzygy QI+ Age;
of a simple A-module Age; is a module concentrated in degree n + 1 4 ¢, by the
definition. So Qq“/NXOei is semi-simple. Since A is self-injective, the syzygies of
an indecomposable module are all indecomposable. Thus Q‘H‘lxoei is simple, and
action of Q9! permutes the simples. This implies that there is a [ > 0 such that
QUat1) aets trivially on the simples and Ais weakly periodic.

Now assume that A is weakly periodic with minimal period ¢’ + 1, then by the
definition Q7 +1 A ~ Ay with finite q’. So it is semi-simple and hence concentrated
in degree n + 1 + ¢/, since all the projective modules have the Loewy length n + 1.
Since A is (n+ 1, q)-Koszul, so ¢ > 2 and we see in the projective resolution (5) of
Ao, P! is generated in degree ¢ for ¢ < ¢’ and ker f, = Q¢ *+1A, is concentrated in
degree n + 1+ ¢'. So ¢ = ¢’ is finite. O

Clearly, being weakly periodic is a special case of complexity 1.
We have the following characterization of the periodicity and of the complexities
for stable n-translation algebras using Loewy matrices.

Theorem 3.2. Let A be a stable n-translation algebra with Coxeter index q and

Loewy matriz L(A). Then
1. The algebra A s weakly periodic if and only if there is an positive integer h,

such that L"(A)Vy is negative;

2. The algebra A is of finite complexity if and only if q is infinite and the spectral
radius of L(A) is 1;

3. The algebra A is of infinite complezity if and only if q is infinite and the
spectral radius of L(A) is larger than 1.
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Proof. Assume that A is (n + 1,q)-Koszul algebra. By Lemma 3.1, A is weakly
periodic if and only if ¢ is finite. By Proposition 2.7, ¢ is finite if and only if
LM(A)vy is negative for h = g+ 1. This proves the first assertion.

Now assume that ¢ is infinite, then A is Koszul. By proposition 2.8, K is a solid
cone invariant under the action of Loewy matrix L(A). By Theorem 3.1 of [30],
the spectral radius p is an eigenvalue of L(JNX) with maximal algebraic degree among
the eigenvalues with norm p. Note that the constant term of the characteristic
polynomial of L(A) is 1 (see also Theorem 2.7 of [18]). So ¢ > 1.

If o > 1, by Proposition 2.10, A is of infinite complexity.

Now assume that ¢ = 1, then by Proposition 2.9, there exists an integer 1 < d’ <

d, such that {WV € N} is bounded set for any finitely generated Koszul
A-module M. So 1L.dim Q"M = L"(A)Ldim M < r?~1v for some positive vector v.
This implies that for sufficient large r, dim xQ"M < Ar?=1 for some positive X. So

the complexity of M is < d. This proves that A has finite complexity. O

Let T be the quadratic dual of a stable n-translation algebra JNX, then I is a
(¢,n + 1)-algebra. We can characterize the growth of I as follows.

Theorem 3.3. Let A be a stable n-translation algebra with Cozeter index q and
spectral radius o and let T = AP be its quadratic dual. Then
1. E is finite dimensional if and only if q s finite;
2. T is of finite Gelfand-Kirilov dimension if and only if q is infinite and ¢ = 1;
3. T is of infinite Gelfand-Kirilov dimension if and only if q is infinite and o > 1.

Proof. 1f q is finite, then A is an almost Koszul algebra of type (n + 1,q), by the
definition. So I is almost Koszul of type (g,n + 1) by Propositions 3.11 and 3.4 of
[6]. Thus it is of finite Loewy length, and hence is finite dimensional. This proves
the first assertion. _ B

If ¢ is infinite, then A is a Koszul self-injective algebra, and I' is an infinite
dimensional AS-regular algebra. The rest of the theorem follows from Theorem
2.11. O

Combine Theorems 3.2 and 3.3, we get the following.

Theorem 3.4. Let A be a stable n-translation algebra and let [ = AP be its
quadratic dual. Then
1. 1:\ 1s weakly periodic if and only if r is finite dimensional;
2. A s of finite complexity if and only if I' is of finite Gelfand-Kirilov dimension;
3. A is of infinite complexity if and only if T is of infinite Gelfand-Kirilov di-
mension.
By Theorem 2.12, we also have the following.
Theorem 3.5. Iff is Noetherian, then T is of finite Gelfand-Kirilov dimension.

Assume that T is an acyclic n-slice algebra with quiver Q=+, let A = I'"°P be its
quadratic dual. Let v be the automorphism of A defined by sending each arrow «
in @ to (—1)"a. By Theorem 6.6 of [14], we have that

A A = A, THP o~ TI(T)HP,
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where II(T') be the (n + 1)-preprojective algebra, and A A be a twisted trivial
extension of A with respect v. Let I' = TI(I') and A = A A. A is a stable n-
translation algebra with trivial n-translation, and T is an AS-regular algebra. We
have classification for A and f, using numerical invariants such as complexity and
Gelfand-Kirilov dimension, respectively.

When n = 1, T" is an hereditary algebra, then I' = kQ is the path algebra of
a quiver @. It is well known that the path algebras are classified, according to
their representation type, as finite, tame and wild ones. This classification can be
done using the underlying graphs of the quivers. That is, a path algebra kQ is of
finite type if the underlying graph of @ is a Dynkin diagram, of tame type if the
underlying graph of @ is an Euclidean diagram and of wild type otherwise. This
classification can also be read out from the preprojective algebra I1(Q) of the path
algebra kQ. The path algebra kQ is of finite representation type if II(Q) is finite
dimensional, of tame type if II(Q) is of Gelfand-Kirilov dimension 2 and of wild
type if II(Q) is of infinite Gelfand-Kirilov dimension [9].

Now we define that an n-slice algebra I' is of finite type if [ is finite dimensional,
of tame type if T is of finite Gelfand-Kirilov dimension (not zero), and of wild type
if T is of infinite Gelfand-Kirilov dimension.

As an immediate consequence of Theorem 3.4, we get a classification of n-slice
algebras.

Theorem 3.6. An n-slice algebra is of finite type, or of tame type, or of wild type.

For an n-slice algebra I', we have the following characterizations of the classifi-
cation.

Theorem 3.7. 1. T is of finite type if and only if A is weakly periodic, if and
only if Lh(K)vo is negative for some h, if and only if q is finite.
2. T is of tame type if and only zf/~\ s of finite complexity, if and only if q is
infinite and the spectral radius of L(/~\) is 1.
3. T is of wild type if and only ifK is of infinite complexity, if and only if q is
infinite and the spectral radius of L(K) is larger than 1.

Proof. This follows from the above Theorems 3.3 and 3.4. O

When n = 1, A is the algebra with vanishing radical cube and ¢ is related to
the Coxeter number of a Dynkin diagram [6]. When n = 1, we also have that, T is
tame if and only if I' is Noetherian, by [2]. For the general case, we have that the
following Proposition, as a consequence of Theorem 2.12.

Proposition 3.8. Iff is Noetherian of infinite dimension, then I' is tame.

It is natural to ask if the converse of Proposition 3.8 is true?

4. McKay quivers and n-slice algebras. By Proposition 3.8, if the (n + 1)-
preprojective algebra T of an n-slice algebra is Noetherian, then T' is tame. In
this section, we discuss n-slice algebras related to McKay quivers, which are always
tame.

In this section, we assume that k is an algebraically closed field of characteristic
0. It is well known that the quiver @ of the preprojective algebra of a path algebra
kQ is the double quiver of Q. The double quivers of Euclidean quivers are exactly
the McKay quivers of finite subgroup of SL(2,C) [27].
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McKay quiver was introduced in [27]. Let V' be an n-dimensional vector space
over C and let G C GL(n,C) = GL(V) be a finite subgroup. V is naturally a
faithful representation of G. Let {S;]i = 1,2,...,1} be a complete set of irreducible
representations of G over C. For each .S;, decompose the tensor product V ® S; as
a direct sum of irreducible representations, i.e.,

Ves =S, 1<i<l,
J

here Sjaf denotes a direct sum of a; ; copies of S;. The McKay quiver Q= Q(G) of
G is defined as follows. The vertex set @0 is the set of (indices of) the isomorphism
classes of irreducible representations of G, and there are a; ; arrows from the vertex
i to the vertex j.

We recall some results on the McKay quivers of Abelian groups and on the
relationship between McKay quivers of same group in GL(n,C) and in SL(n+ 1,C)
[10, 11].

Let G be an Abelian group, then

G=G(r, - ,rm)=Cp X+ xCp

is a direct product of m cyclic groups of order ry,...,r,, . Write diag(x1, -+ , Tm)
for the diagonal matrices with diagonal entries z1,--- ,,,. Let & be the rth root
of the unit, embed G into SL(m + 1,C) by sending

for i = (i1, ,im) € Z/TZ X -+ X Z/rpZ. Let ¢, = (0,---,0,1,0---,0) €
Z/rZ X -+ X Z]rnZ be the element with 1 of Z/r,Z at the ¢th position, and 0
otherwise, and e = Z;’; ;€. The following Proposition can be proved by using
Proposition 3.2 of [11] and Section 3 of [10]. We give an inductive proof to show
how such quiver is constructed.

Proposition 4.1. The McKay quiver @(rl, < ) of the group G(ry, -+ 1) in
SL(m + 1,C) is the quiver with the vertex set

Qo(ri, -+ srm) = Z)PZ X -+ X LfrmZ (11)

and the arrow set

Qi(ri,- yrm) = {air:isitelicZ/mZx X L/rmZ, 1<t<m}

12
WHaimyr i i—i—elfi€ Z/mZ x - X Z/rmZ}. (12)

Proof. We prove by induction on m.

The Abelian subgroup in SL(1,C) is trivial and its McKay quiver is a loop. So
Proposition holds for m = 0.

Assume Proposition holds for m = h.

Embed the group G(r1,- - ,rp,7h+1) in GL(h + 1,C) by sending

( 7"17"" 7"2) ? dlag( 7"11’"" r’;;a r};';i)v
then group G(ry,---,ry) is a subgroup of G(ry,- -+ ,rp, The1) with

G(ri,-++ ,rp,mhe1) NSL(h+1,C) = G(r1,- -+ ,7rn),
and we have

G(Tla"' ,ThaTh—i-l) = G(rla"' 7Th) x C;’h+1’
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where C;Hl = (diag(1,---,1,&,.,)) is the cyclic group generated by the element
dlag(L Ty 17 g’l‘h+1)' So

G(rla to 7rh,rh+1)/G(T13 o 7Tharh+1) N SL(h + 13 (C) =~ (ETthl)'

By Theorem 1.2 of [11], the McKay quiver of G(r1,- -+ ,rh, 7ht1) in GL(h 4+ 1,C)
is a regular covering of the McKay quiver of G(rq, -+ ,ry) in SL(h 4+ 1,C) with
the automorphism group the cyclic group (&, ,) of order rj,;i, whose genera-
tor is induced by the Nakayama permutation. So the vertex set of the McKay
quiver @’(rl, <o rp, 1) for G(r, -+ 7R, The1) in GL(A+ 1,C) is rpyq copies of
@(rl, -+, 1p), indexed by Z/r,17Z. Write v(") for a vector v to indicate that its
dimension is h. Since the arrows given by the vector e™ represents the Nakayama
transformation, it induces arrows

Qf h41 * (i(h)at) - (i(h) - e(h)7t + 1)

from one copy @(rl, -++,7p) to the next in @’(rl, <+ ,Th,Tht1). The other arrows
are determined by the representations of G(ry,--- ,7p), so the arrows given by the
vectors egh) induce arrows inside each copy. Changing the indices by subtracting

(e 0) from the indices of all the vertices, we may take

2] . . h4+1
Qi (1, sy rhe1) = {agg:i—iteltV

i€Z/MZ % x Lfrpi1Z,1 <t <h+1}

as the arrow set.
Now embed G(ry, -+ ,7h,rhe1) to SL(h 4+ 2,C) by sending

i gy Ly Jiag(£0. ... i1 gmh L gt
( T ) Th+1) dlag( T1) ISTh417 5T Th+1 )
Since Nakayama permutation o of @Q'(ry,--- ,7h,7h+1) sends each vertex i to the

ending vertex of a path of length A+ 1 with arrows defined by different e,’s, that is,
sending i to i—e. Then by Theorem 3.1 of [11], the McKay quiver é(rh e TRy Thel)
of G(r1,- -+ ,7h, Tht1) in SL(A+2, C) is obtained from the quiver @’(rh e TRy Thel)
by adding an arrow a; 42 from i to i — e for each vertex i in éo(rl, e TRy The1)-

This shows that Proposition holds for & 4+ 1 and finishes the proof. O

Note that the Nakayama permutation for the subgroup of a special linear group is
trivial. As a direct consequence of Proposition 3.1 of [11], we also have the following
Proposition to describe the McKay quiver of finite group G in SL(m+1, C) obtained
by embed SL(m,C) into SL(m + 1,C).

Proposition 4.2. Let G be a finite subgroup of SL(m,C) with McKay quiver
ém(G). Then there is an embedding of G into SL(m + 1,C) such that the McKay
quiver @m“(G) of G, as a subgroup of SL(m + 1,C), is obtained from @m(G) by
adding a loop at each vertex of @m(G),

Let V be an (n+ 1) dimensional vector space over k. let k[V] = k[zo, 21, , Zn)
be the polynomial algebra of n + 1 variables over k and AV be exterior algebra of
V. In fact, both k[V] and AV are quotient algebras of the tensor algebra Ty (V)
of V' over quadratic ideals, and they are quadratic dual of each other. Let G be a
finite subgroup of GL(V) ~ GL(n +1,C). The following is the Theorem 1.8 of [16].

Theorem 4.3. Let @ be the McKay quiver of G in GL(V), the skew group algebra
Tx(V) % G is Morita equivalent to kQ.
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Let k[V] %G and AV %G be the skew group algebras of G over k[V] and over AV,
respectively. Let I' = I'(G) be the basic algebra Morita equivalent to k[V] x G and
let A = /~\(G) be the basic algebra Morita equivalent to AV x G. By Theorem 4.3,
the quivers of both I and A are the McKay quiver @ = @(G) of G in GL(n+1,C).

Note that AV is the Yoneda algebra of k[V], and both are Koszul algebra. By
Theorem 10 of [26], AV #G is the Yoneda algebra of k[V]*G, and by Theorem 14 of
[26], they are both Koszul. This shows that I and A are Yoneda algebras from each
other, so they are quadratic dual of each other. By Lemma 13 of [26], k[V] * G is
an AS-regular algebra(called generalized Auslander algebra there) and AV % G is a
self-injective algebra. By choosing a quadratic relation p = 5(G) of Q(G) such that
A ~ kQ/(p). The following Proposition follows from the definition of n-translation
algebra.

Proposition 4.4. Let G be the finite subgroup of GL(n + 1,C), then its McKay
quiver Q(G) = (Qo,Q1,p) is an n-translation quiver and A(G) is a Koszul stable
n-translation algebra.

Starting with a finite group G C GL(n + 1,C), we have a pair of bound quivers
Q(G) and Q+(G) associated to the McKay quiver of G. The bound quiver Q(G)
defines a stable n-translation algebra A(G) and Q+(G) defines an AS-regular algebra
[(G) = kQ/(pr). We call A(G) a stable n-translation algebra associated to Q(G)
and T'(G) an AS-reqular algebra associated to Q(G).

Let QN (G) = ZoQ0,n], then by Theorem 5.1 of [12], the algebra AV defined
by the bound quiver QY is the Beilinson algebra of A(G). Let A(G)#'kZ* be the
smash product of A(G) with respect to the usual gradation (see [13]). Write A for
the repetitive algebra of an algebra i&\ of finite global dimension, then by Theorem
5.12 of [12], we have A(G)#'kZ* ~ AN,

Let Q@ = Q(G) be a connected component of a complete 7-slice of Zoé, then @
is a quadratic n-nicely-graded quiver. Let Q=+ be its quadratic dual quiver, and Q=
is a nicely-graded n-slice. We have that Z|,,—1Q(G) is a connected component of

ZoQ(G), and use the notations of the vertices and arrows in Z,Q(G) for the vertices
and arrows in Z|,—1Q(G). Let Q' be the full subquiver of Z|,,—1Q(G) defined by
the vertex set {(i,m) € (Z],—1Q(G))o]|0 < m < n}. Then Q' is a complete 7-slice
in Z|,—1Q(G) and Q is obtained by a sequence of T-mutations from @'. Let A’ be
the 7-slice algebra defined by @', then by Theorem 6.8, A(A") ~ A(A) = A(G). So
the bound quiver of A(G) is the returning arrow quiver Q' of Q' whose vertex set
is indexed as
{(i,m)|(4,m) € Z|,—1Q(G),m € Z/(n + 1)Z}.

For a path p = a;---a; € Q)(G) and ™ € Z/(n + 1)Z, write p[m] for the path
(,m+1—1)--(a1,m) of length I in A(G). Then we have that > - a, mp[m] =
0if and only if >° = apmp = 0 for all m’ € Z/(n + 1)Z.

Proposition 4.5. T(G) = kQ*/(pt) is a tame n-slice algebra.
Proof. For any i € @(G), we have a minimal projective resolution
Pt prr e pt B R (G)er — 0 (13)

for the simple A(G)-module Ag(G)e;, such P! is generated in degree t. We may
assume that P! = @?t:l A(G)e;, , for a sequence Iy = (iy,1,.. ., p,) of vertices in
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QNQO(G). Then ft is presented as a matrix Cy = (e&’v) of size hy X hy—1. We have

that elements cu » of Cy are all in ZS>1 (@) for 1 <u < ht,l, 1<v < hy.

Clearly (13) is exact if and only if C;Cty1 = 0 and if (dy, - - ,dp,)Cy = 0 for some
(v, dp,) € Bry AG)ei, ,, then there is (df, - d;w) € B MGes,,
such that

(dlﬂ T ’dht) = (dllﬂ R ?LH_l)CH»l'

Now for any (i,7m) € A(G), define ﬁt[m] = @2‘:1 A(G)e €, T and let ft[m]
be the map defined by the h; x h,—; matrix C;[m] = (c,(f)v[m +¢]). Then we get
immediately a sequence

c—s Pl M Pt P2 gy B B0 A(Gherm — 0. (14)
By comparing the matrices defining the sequences (13) and (14), we see that (13)
is exact if and only if (14) is exact. That is, (13) is a projective resolution of
simple A(G)-module Ag(G)e; if and only if (14) is a projective resolution of simple
A(G)-module Ay(G)e; 7 for any m € Z/(n + 1)Z.

Since A(G) is Koszul, P! is generated in degree ¢, so cEfL € A1(G) and hence
cq(f)v [m+1) € A1(G) and P'[m] is generated in degree ¢, for all (i,77). This shows
that A(G) is Koszul and I'(G) is an n-slice algebra.

By comparing (13) and (14), the simple modules A¢(G)e; 7 has the same com-
plexity as Ag(G)e;. By Theorem 2.12 and Theorem 3.2, A(G) is of finite com-

plexity, so A(G) has finite complexity. So by Theorem 3.7, I'(G) is a tame n-slice
algebra. O

We call T'(G) an n-slice algebra associated to the McKay quiver Q(G).

It is interesting to know if the converse of Proposition 4.5 is true, that is, for an
indecomposable nicely graded tame n-slice algebra I, if there is a finite subgroup
G C GL(n + 1,C), such that T' ~ I'(G) for some connected component @ of a
complete 7-slice in ZQ@(G)? The quiver Q(G) is not unique by the definition,
but they can be related by a sequences of T7-mutations. Thus n-slice algebra I'(G)
associated to the McKay quiver of G is not unique, and such algebras are related
by a sequence of n-APR tilts (see [17]). Let 'V = AN:%P be the quadratic dual
of AN. We remark that I'(G) can be obtained from a direct summand of T'V by a
sequence of n-APR tilts. S

For the three pairs of quadratic duals of algebras: (A(GQ),T(G)), (AN,TN) and
(AN, IN). We can construct AN from A(G) by smash product, and AN from AN
by taking 7-slice algebra, we don’t know how to get back A(G) from A(G).

For an AS regular algebra I‘ denote by qng the non-commutative projective
scheme of T' (see [1]). We have the following equivalences of triangulate categories
related to McKay quiver.

Theorem 4.6. The following categories are equivalent as triangulate categories:
1. the bounded derived category D (qgrl(G)) of the non-commutative projective

scheme of T'(G);

the bounded derived category DY(T'™V) of the finitely generated T'N -modules;

the bounded derived category DP(AN) of the finitely generated A -modules;

the stable category grmod]\(G) of finitely generated graded X(G)—modules;

the stable category modX]v of finitely generated Xﬁ-modules;
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6. the stable category Mﬁ of finitely generated TN -modules.
If the lengths of the oriented circles in @(G) is coprime, they are also equivalent to
the following triangulate categories:
(7) the bounded derived category D®(qgrll(G)) of the non-commutative projective
scheme of the (n + 1)-preprojective algebra II(G) of T'(G);
(8) the stable category grmodA, (G) of finitely generated graded modules over the
(twisted) trivial extension A, (G) of A(G).

Proof. By Theorem 4.14 of [28], we have that D?(qgrI(G)) is equivalent to D(I'N)
as triangulate categories, since I'(G) is AS-regular.

By Theorem 1.1 of [7], we have that grmodA(G) and grmodA(AN) are equivalent,
thus grmodA(G) and grmodA(AN) are equivalent as triangulated categories.

By Corollary 1.2 of [7], we have that grmodA(G) and DP(mod AN) are equivalent
as triangulated categories.

On the other hand, we have 'V ~ AN:!P is Koszul by Propositions 2.6 and 6,5
of [14]. By Proposition 2.5, and Corollary 2.4 of [14], we have that D®(mod I'"V) and
Db(mod AY) are equivalent to the orbit categories of Db(gr I'V) and of D(gr AY),
respectively, using the proof Theorem 2.12.1 of [3] (see the arguments before The-
orem 6.7 of [14]). So by Theorem 2.12.6 of [3], D’(mod I'V) and D’(mod AY) are
equivalent as triangulated categories. Similar to the proof of Theorem 6.7 of [14], we
also get that D?(qgrl(G)) and grmodA(G) are equivalent as triangulated categories.

By Lemma I1.2.4 of [19], mod AV and grmodA(AY) are equivalent, so mod AN
and grmodA(AY) are equivalent as triangulated categories. By Theorem 11.4.9 of

[19], D (mod AY) and mod AN are equivalent as triangulated categories.

Similarly, D°(mod I'V) and modI'V are equivalent as triangulated categories.

When the lengths of the oriented circles in @(G) is coprime, then ZOQ(G) has
only one connected component by Proposition 2.1. So AN = A(G) and equivalences
for (2),(3),(7) and (8) follow from Theorem 6.7 of [14]. O

We remark that the equivalence of (1) and (2) can be regarded as a McKay
quiver version of Beilinson correspondence and the equivalence of (1) and (4) can
be regarded as a McKay quiver version of Berstein-Gelfand-Gelfand correspondence
[5, 4]. So we have the following analog to (6), for the equivalences of the triangulate
categories in Theorem 4.6:

Db (AN) Db(TN) . (15)

Beilinson equivalence

grmodT\(G) ~<————BGG equivalence——— 'Db(qgrf(G))

mod AN mod T'NV

5. 2-slice algebras associated to McKay quivers. In the classical representa-
tion theory, we take a slice from the translation quiver and view the path algebra
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as l-slice algebra. For n > 2, we need to know both quiver and the relations for
a n-slice algebra, especially for the tame ones. For any n, we can construct tame
n-slice algebras using the McKay quivers.

Now we consider the case of n = 2, by writing down their quivers and relations.
We first determine the relations which produce stable 2-translation algebra of finite
complexity for a given McKay quiver @ By constructing the bound quiver Zoé
and taking a complete 7-slice, then taking the quadratic dual, we get the related
2-slice quiver and 2-slice algebra.

Assume that Q = @(G) = (@0, @1) is a McKay quiver of finite subgroup G of
SL(3,C). Let A = kQ /I be a stable 2-translation algebra of finite complexity. Note
that A = Zle A, is a stable 2-translation algebra with trivial 2-translation. Now
we want to determine the relation p such that I = (p).

Since A is Koszul, p C k@z, the k-space spanned by the paths of length 2. By
Lemma 2.1 of [18], we have dimkeixlej = dimkej]\gei and K3ei ~ Koei as /NXO
module. Let M(@) be the adjacent matrix of @, that is, an |@0| X @0\ matrix with
the (i,7) entry the number of arrows from ¢ to j, then the Loewy matrix of Ais

N M@ -E 0
LA)=|( M@ o -E |. (16)
E 0 0

This is exactly the Loewy matrix of K(G), the basic algebra Morita equivalent to
Alxo, x1, 23] * G. Therefore we have the following Proposition.

Proposition 5.1. Leti,j € @0- Then
1. If there is an arrow from i to j, then there is a bound path of length 2 from j
to i in IN\;
2. If there is only one arrow from i to j, any two paths of length 2 from j to @
are linearly dependent in A.

Proof. The proposition follows directly from dim keixlej = dim kejxgei. O

Therefore the number of arrows from i to j is exactly the order of the set of
maximal linearly independent sets of bound paths of length 2 from j to .
We also have the following Proposition.

Proposition 5.2. If a : i — 4,6 : 7 — h are arrows in @ with 1, j, h different
vertices in @Q and there is no arrow from h to i, then fa =0 in A.

Proof. Due to that there is no arrow from h to i, dim kehf\lei = 0. Since @ is a
2-translation quiver with 7¢ = 4, thus by definition, dim keiAgih = dim pepAie; = 0.
Thus for any arrows a: i — 7,8 : j — h, we have Sa =0 in A. O

Now we determine the relations for the McKay quiver of finite Abelian subgroup
of SL(3,C) and of the subgroup which is a finite subgroup of SL(2, C) embedded in
SL(3,C). Due to Proposition 5.2, we excluded the McKay quivers of Abelian group
which has a direct summand of Z/37Z.

Let s > 4,r > 4 and let G(s,r) be the finite subgroup of SL(3,C) obtained from
the Abelian groups Z/sZ x 7 /rZ, using the embedding in Proposition 4.1. Write =
for A;, Dy, Eg, Er and Eg with [ > 5. Let G(Z) be the finite subgroup of SL(3,C)
obtained from finite subgroup G(Z) of SL(2, C) with McKay quiver of type E, using
the embedding in Proposition 4.2. Let @(G) be the McKay quiver of subgroup G,
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now we determine the relations for the stable 2-translation algebras with McKay
quiver @(G) as their quivers and for the 2-slice algebras defined by the quiver @(G)
Denote by k* the set of nonzero elements in k. Write the McKay quiver for G(s, r)
as Q(s,r) and the one for G(E) as Q(Z).

5.1. Relations for é(sm). Let é = @(s,r) be the McKay quiver of an Abelian
group which is a direct sum of cyclic group of order s and r. By Proposition 4.1,
its vertex set Qo = Z/sZ x Z/rZ, and the arrows are described as follows: for each
vertex 1 € @0, there is an arrow «; from i to i+ ey, an arrow f3; from i to i+ ey and
an arrow ; from i to i —e. So the McKay quiver @(s, r) is as follows:

(0,0) (1,0 (2,0) (3,0) (s—2,0) (s—1,0)
o o o o o o

For each vertex i € CNQO, write
z(vi,6) = CiBite, % + QitaesBis
2(B,1,b1)) = bi0i—eVi + Yite s
and
z(a,1,a5) = a;iBi—ei + Vites Sis
for aj, by, ¢; € k*. Let C(a, b, c) = {as, bi, i € @0} be a subset of k* and let

Peomm (8,7,C(a,b,¢)) = {z(a,i,a4),2(8,1,b),2(7, i,cil|i € Qo}
Pzero(5,T) = {Qite, %, Bite, i, Vi—eMill € Qo},
and let
p(s,r,Cla,b,c)) = peomm/ (8,7, C(a,b,¢)) U prero(s,r). (17)

Proposition 5.3. If the quotient algebra /N\(s,r) = k@(s,r)/[ is a 2-translation
algebra, then there is {a;, by, ;i € Qo} C k*, such that I is generated by the set
p(s,r,C(a,b,c)) in (17).

Proof. Assume that A(s,r) = kQ/I is a 2-translation algebra.
Consider the square with vertices i,i + e1,i+ es,i+ e. Since there is an arrow
7 from i to i — e, one gets that there are ¢, ¢} such that

/
CiBite, 0 + CiQite, bi € 1,
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by (2) of Proposition 5.1. Since Q(G) is 2-translation quiver with trivial 2-translation
and ¢; Al(G)eH_e X eH_eAg (Ge; — ¢ A3€1 defines an non-degenerated bilinear form,
we have that ¢; # 0 # ¢{. And we may take ¢} = 1, so we get

z2(y,1,¢) = z2(v,1,¢,1) € I.
Similarly, there are a;, by € k™ such that
2(B,1,bi) = bidi—eVi + Yite, i € I,
and
z(a,1,ai) = aifi-eVi + Yite, Bi € 1.
For each i € @0, since i # i+ 2e; for 1 <t < 3, we have that

Qite, M Pite,fis Yiei € I,
by Proposition 5.2.
So p(s,r,C(a,b,c)) C 1.
Let A = kQ/(p (s,r,C(a,b,c))), then A(s,r) is a factor algebra of A. Then we
have that dim kejAlel = dim kejAl(G(s r))e; for all i,j since A and A(s,r) have

the same quiver. In fact, by using the same notation for a path in Q and its image
in A, for each i € Qo = Z/sZ x Z/rZ, we have that

eils = kfi—oy e + kYitoSitber + KViteQites,
and N
Aszei = kYitrefive, s
by computing directly using the relations in p(s,r, C(a, b, c)). So we have
dim kei/~\36i <1=dim keixg(G(s,T))ei,
and
di Koo <1, fori’=i—e,i+eq,i+eo;
MEGA26 - 0, otherwise.
This implies that
dim pe;Asey < dim pejAsey,
for any i,i’, by comparing the Loewy matrix of /~\(5, r).
So N N
ei/Atei = ei/At(G(s, r))ei
for all i,i’ and A = A(s,r).
This proves I = (p(s,r,C(a,b,c))) is generated by p(s,r, C(a,b,c)). O

For the quadratic dual quiver QJ- (s, ), we have the following Proposition describe
its relations, by an easy calculation.

Proposition 5.4. If the quotient algebra f(s, r) = k@(s, r)/I' is Koszul AS-regular
algebra of finite Gelfand-Kirilov dimension, then the relation set can be chosen as

(5,7, Cla,b,¢)) = {z(a,i,—a; ), (8,1, —b; 1), (7,1, —¢; H)|i € Qo}- (18)
Proof. Let A(s,r) = kQ(s,7)/(p(s, 7)) for some j(s,r,C(a,b,c)) as defined in (17).
It is immediate that p(s,r,C(a,b,c)) and ﬁl(s r,C(a,b,c)) are both linear inde-
pendent sets of elements in the subspace ng (s,r) spanned by paths of length 2,

and by identifying the space ng(s 7‘) of the paths of length 2 in Q(s r) with its
dual space, i.e., z(y) = 0 for z € p*(s,r,C(a,b,c)) and y € p(s,r,C(a,b,c)). For
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each pair i,j € éo(s, r), it is immediate that dim kkég(s, r) = \ﬁi{-j(s, r,C(a,b,c))|+
pij(s,7,C(a,b,c))l,so p(s,r,C(a,b,c)) and p*(s,r,C(a,b,c)) span orthogonal sub-
spaces in k@g(s,r). By Proposition 5.3, we have that if K(s,r) = k@(s,r)/[ is
a Koszul 2-translation algebra then I is generated by p(s,r,C(a,b,c¢)). Thus if
L(s,r) = kQ(s,r)/I' is Koszul AS-regular algebra of finite Gelfand-Kirilov dimen-
sion then I’ is generated by p*(s,r, C(a, b, c)) for some C(a,b,c) C k*, by Theorem
5.1 of [25]. O

Now construct the quiver Zo@(s, r) from @(s, r), this is an infinite stable acyclic
2-translation quiver. It has 3 connected components when s,r are both multiples
of 3, and has only one connected component otherwise.

Recall by (2), the relation set for Z,Q(s,r) is defined as .5 ={¢m]IC € p,m €
Z}. Write

2(v,(i,t),¢1) = ciBitert T Qitest+1Bits
z2(B,(1,1),b1)) = bitti—ett1Vit + Vitey,t+1it,
and
z(ev, (i,1), a3) = aifi—et+1%it + Vites,t+10its
for a;,bi, ¢ € k*. So we have for each t € Z,

Peomm (8,7, C(a,b, C))[t] = {Z(O‘v (i), ai), 2(B, (1,8),b3), 2(7, (1, 1), i) [i § C50}
Prero(s,T)[t] = {Qite, t+1%t, Bites,t+10its Yicet+17it|l € Qo},
and let
PzQ(s,r) = U(ﬁcomm(sara C(a,b, C))[t] ) ﬁzerO(SaT)[tD' (19)
teZ

By taking a connected component Q(s,r) in the complete 7-slice Zoé(s, [0, 2]
of ZoQ(s,r), one obtains a 2-nicely-graded quiver Q(s,r) as follows:

on

on

on
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Here we denote by ¢ the vertex (i,d) in ZoQ, so ajq is the arrow from (i,d) to
(i+e1,d+ 1), Biq is the arrow from (i,d) to (i + ez,d+ 1) and ~; 4 is the arrow
from (i,d) to (i—e,d+1).

Let ejg,9 = Ziezoéo(s,r)[oz] ei, the relation set

p(sv T) = {x € pZOQ(S,T) ‘6[02]'176[0)2] = 1’}
= ﬁcomm (3, T, C(CL, b7 C)) [0] U ﬁZ6T0(57 T) [0]

Since any sequence of relations in feomm (8, 7)[0] such that the successive pair share
an arrow does not form a circle, by changing the representative for the arrows, the
coefficient in the commutative relations in p(s,r) can all be taken as —1, and

p(s,1) = {Qite, 101,05 Bites, 1010 Vimei,1%i,0|i € Z/sZ x L7}
U{ites,181,0 — Biter,104,0, Mime, 17,0 — Viter,104,0, (20)
Qiey,17i,0 — Yite:, 1040/l € Z/sZ X Z/TZ}.

Proposition 5.5. If the quotient algebra A(s,t) = kQ(s,t)/I is a 2-properly-graded
algebra, then the ideal I is generated by p(s,r).
The quadratic dual quiver Q*(s,r) = (Qo(s,7),Q1(s,7),p"(s,7)) is a 2-slice

quiver associated to the McKay quiver Q(s,r). It is easy to check that

Pl(sﬂ") = {Oéi+e2,d+15i,d1 = Bi+e1,d+10¢i,da Qi—e,171,0 T Vite,, 104,05 (21)

Qiey 17,0 + Yiter 104,0|1 € Z/SZ X Z/rZ}.

Proposition 5.6. If the quotient algebra T'(s,t) = kQ(s,t)/I' is a 2-slice algebra
then I' is generated by p*(s,r).

So the relations for the n-slice algebra are independent of the parameter set.
5.2. Relations for Q(Z). Let G(E) be a subgroup of SL(2, C) with McKay quiver

2. Let Q(Z) be the McKay quiver obtained by embedding G(Z) in SL(3,C) as in
Proposition 4.2. Then Q(E) is one of the following quivers:

()
QA
) )
o V o]

1 2
o 0 — — —
~——7

)

-1
o

)

o N

o o

Q(Dy)
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Q(Eg)
} S I s
~~— ~——— ~——— ~—
~ O
Q(E7) {o
O0O000000
o\_/ \_/O\_/O\_/O\_/ \_/o
~ O
Q(Eg)

Oomooooo

\_/ \_/ \_/ \_/ ~~— \_/ \_/
The vertices for Q(A;) are indexed by Z/(I+1)Z. Write ~; for the loop at the vertex
i, a; ; for the arrow from ¢ to j with j >4 (j = ¢+ 1 in the case A,) and §; ; for
the arrow from ¢ to j with j < i (j =4 — 1 in the case A,). For the sake of writing
down the arrows properly, we do not follow the convention to index the vertices.
We have immediate the following on the arrows of these McKay quivers.

Lemma 5.7. Let @(E) be the McKay quiver defined above for = = A;, Dy, Eg, E-,
FEg, 1 >5. Then

1. There is a loop at each vertex of @(E),

2. There is at most one arrow from i to j for any two vertices i,j in @(E),

3. There is an arrow oy ; from i to j if and only if there is an arrow B;; from j
to i;

4. There are at most 3 arrows leaving a vertex, and at most 3 arrows heading to
a vertez.

Let A(Z) ~ kQ(Z)/I(Z) be a 2-translation algebra for the ideal I(Z), we deter-
mine relations p(Z) for = # Ay, Az, Ay, Dy.

Lemma 5.8. Ifi # h, then
;. n 5, BinBigs .nBigy Binai; € I(E)
if such paths exist.

Proof. If a; j, 050 € él(E), one sees from the quivers that a; no; ; is the only path
of length 2 from i to h, and there is no arrow from h to i¢. By using Proposition
5.2, we have that

aj e € 1(2).
Similarly we have
BinBigsjnbBijs Bjncij € 1(2)
if such paths exist. O
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Write ~
p1(E) = Aajnaijli,hj € Qo(E),i # ht,
p12(E) = {ojnBijli,hj € Qu(E),i # hl,
p~21(5) = {aj hﬂl,]“ h ] € QO(E)J 7& h}7
p22(E) = {BjnBijli,h.j € Qo(E),i # h}.
Take

Pp(Z) = p11(E) U p12(E) U p21(E) U p22(5). (22)
As a corollary of Lemma 5.8, we get the following.

Proposition 5.9. 5,(E) C I(2).

Let Cy = {a;,; € k*|ai,; € Q1(2)}, that is, choose a nonzero number a; ; for each
arrow o j, and set

pa(Z, Ca) = {7 — Vi g, Byivi — ¥ibBjalaiy € Quraiy € Cayi < j}.  (23)
Proposition 5.10. By choosing the representatives of the arrows suitably, we have
a set C, C k* such that
Pa(E,Ca) C I(Z).
Proof. By Lemma 5.7, there is an arrow «; ; from ¢ to j if and only if there is an

arrow [3;; from j to 4 in Q(H). By Proposition 5.1, we see that for each arrow «; j,
we have that f3;;v;,v:8;,; are bound paths and

Biavi = bjiviBia € 1(B),
for some b;; # 0, similar to the proof of Proposition 5.3. Now apply Proposition
5.1 for the arrow 3;;, we have that oy j7v;,7v;0u,; are bound paths and

i jvi — a; i € 1(2),
for some a; ; # 0. Take C, = {a; ;|8;: € Q:(2)}.

Starting from ¢ = 0 in cases = = A;, Dy, E7 and from ¢ = 0 in cases E = Fj, Fg,
by changing the representatives of arrows y; by b;;7v; one by one, we get b;; = 1
for all o ;. That is,

Bi.ivi — Vibji € 1(E)
for all arrows «; ; in Q(E).
This proves that by choosing the representatives of the arrows suitably, we have

5a(E,Ca) C I(3). o
Write Q&7 (Z) for the set of paths of length ¢ from i to j in Q(2). The set Q1 ()

—_

is a orthogonal basis of the subspace th (2) spanned by the paths of length ¢ in
kEQ(Z). We have immediately the following.

Lemma 5.11. For each arrow o ; and nonzero a; j € k*, a; jo jvi+vj 5, 87+
viBji is a basis of the orthogonal subspace of {cvu jvi — ai Vi j, Bjiv; — Vibji}t in
the space kQQ’](H) spanned by paths of length 2 of kQ( ).

Write
P (2, Ca) = {aij0igvi + 70, Biivs + viBiilai € Quyaiy € Cayi < j}. (24)
Now consider p; ;(Z). By Lemma 5.7, for each vertex ¢ in Q(2), there is a loop

at 7 and the number of arrows heading to 7 and the number of arrows leaving i are
the same, and there are at most 3 arrows leaving <.
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Fix i € Qo(Z), write
Qi 1<] 1<y
py =4 0 PSS and g = B S (25)
Bij > 7, g 1> g
Then u; ; is an arrow starting at ¢ and ¢ ; is an arrow heading to 4.
Consider the following cases.

Lemma 5.12. Assume that there is only one arrow p; ; leaves i.
1. Ifv2 € I(E), then there is a ¢; € k*, such that v2 — ¢;Cjipij € I(E);
2. We have |Q5"(Z)| = 2 and for any ¢; € k*

{7 = ciCjittig i + Gamig} (26)
is a orthogonal basis for kQ;Z(E)

Proof. Apply Proposition 5.1 for the arrow ;, the image of 7 and (;;u;; are
linearly dependent. So there is a ¢ € k* such that vZ — ¢;(j g, ;-
The second assertion follows from direct computation. O

Lemma 5.13. Assume that there are exactly two arrows p; j, , [t j, leave i.

1. There is a b; € k*, such that b;Cj, iftijy + Ciavitbijs € L1(Z).

2. If v} ¢ 1(Z), then there is a 0 # ¢; € k such that v + ¢;(j, ipij € 1(Z).

3. We have |Q5"(Z)| = 3 and for any b;,c; € k*
{biGrsittiy + Gayibigas Cirsittiygs = UiCasibtisgas Vi }
and (27)
{biCir.ibtigs = Ciasibhingar Cin.ibtin = Vi Ginibbisn + 0iGhoitti g + i}
are orthogonal bases for kQ%" ().

Proof. By Proposition 5.1, we have that the images of (j, ;pti,;, and of (5, itti j,
are bound paths and they are linearly dependent. So there is a b; € k* such that
Gty = biCgoifti gy € 1(E).

If v2 ¢ I(Z), then its image is linearly dependent on ¢, ;4. j, , S0 there is a ¢; € k*
such that (j, i, — bivi € 1(2).

The rest follows from direct computations. O

Lemma 5.14. Assume that there are three arrows pi; j,, [ j,, Wi js leave i with
J1 < j2 < Js.
1. There are b;,b; € k*, such that
biCirittigy + Gailisgas Ui ibigy + Ciaittiga € I(E).
2. If v} ¢ I(Z), then there is a ¢; € k* such that v} — ¢;(j, ittij, € I(E).
3. We have |Q5"(Z)| = 4 and for any b;, b, c; € k*,
{bngl,iM,jl - Cp,z‘ﬂm{ Vi v ity — Gja,ili,jss
Vi = CiChritiga €%+ Gty T 0iClaitti o + b5Claitti g }
and (28)
{72, biuittigy — Cailli,gas 3G ibign — Sisiitligss
Giritti gy + 0iChoitti o + iCiaibti s, 7"}

—

are orthogonal bases of k@;z(u)

Proof. The lemma follows from Proposition 5.1, similar to above two lemmas. [



2712 JIN-YUN GUO, CONG XIAO AND XIAOJIAN LU

Denote by Qo1 (Z) the set of vertices in Q(Z) from which only one arrow leaves,
Qo2(Z) the set of vertices in Q(Z) from which exact two arrows leave and Qus(Z)
the set of vertices in Q(E) from which three arrows leave. Set

{Ci} Cc k* 1€ Q01( )
Ci=1 {e,bi} Ck* i€ QuE), (29)
{Ci,bi,b;} Ck* i€ QOB(E)

[I]

[I]

and set
@ 1€ QOl(E)
Cz/ = {bz} c k* 1€ QOQ(E) (30)
{0, b5} Ck* i€ Qos(2).
Let
{ein? + Ginig) i€ Qu (),
Ui(C) = {Cittigy — biCiaittijos Y — €iCiyitbig b i€ Qua(E), (31)
{b g1,ilig1 — Cj2,i/“j/27]2’ z<J1,Z/1'ZJ1 st,iui’jm
VP = iy ittign } i € Qu3(2).
and let
{Giittig} i € Qo1(2),
U (C)) =S {0, Goittigy — biCiaittingn } i€Qu(E), (32

{97, 0iChriti gy — Cinsibbingas biCinittingy — Cissibtivys} & € Qo3(2).

Lemma 5.15. A basis of the orthogonal subspace of U;(C;) and of U; (C}) are
respectively:

{Garig + i} i€Qu(2)
Ui (Ci) = 4 AGittig, + b5 Gittio + ¢ 92} i€ Qun(3), (33)
{Girittigy + b7 Caittige + V7 Gaibtige +cv?} i € Qos(E).
and let
{Giteing } i€ Qoi(E),
U7 H(C) = {0 {bihuittings + Ciaittiga} i € Qo2(E), (34)

[I]

1
{leﬂuldl + b Cjzﬂﬂzdz + b/ CJBJMZJS} (S Q03( )

Proof. This follow immediately from (2) of Lemma 5.12, (3) of Lemma 5.13 and (3)
of Lemma 5.14. O

Fix J C Qo(E), for a set
c,=C.u |J aulJca, (35)
1€Qo\J i€J
for C; and C/ as defined in (29) and (30), set
P(E, J,C1) = pp(E) U pa(E, Co) U Ui(C UU (36)

zer\J icJ
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By Lemma 5.11 and Lemma 5.15, we have the following.

Proposition 5.16.

ﬁL(Ea J7CJ)

U vteyulJu ). (37)

iECjo\J i€J

Proposition 5.17. Let Z be A;, D;, with | > 5, and Eg, E7, Es. If N'(Z) =
Q(2)/I(B) is 2-translation algebra then there is a subset J of Qo and a set Cy as
n (29) of nonzero elements in k, such that by choosing the representatives of the
arrows properly, we have I(Z) is generated by p(=2, J,Cy).

Proof. Take J = {i € Qo(E)|y2 € I(2)}. Then by choosing the representatives
of the arrows properly, we have that there is a set C; C k* as in (29), such that
p(E,J,Cy) C I(E), by Propositions 5.9, 5.10 and Lemmas 5.12, 5.13 and 5
Let A = kQ(2)/(5(Z,J,Cy)). By Lemma 5.8, we have that dlmke]Alel =
dim kelAgeJ = 0 if there is no arrow from ¢ to j, by Lemma 5.11, we have that
dim ke]Alel = dim keZAge] = 1 if there is an arrow from i to j and by (2) of Lemma
5.12, (3) of Lemma 5.13 and (3) of Lemma 5.14, and dim kelAlel = dim kCiKQEZ' =1
for all 4. Since kQ( )/I(Z) is 2-translation and the Loewy matrix of kQ(Z)/I(E)
is (16) with Q = Q(E) and (8, J,C;) C I(E), this implies that 5(E,.J,C,) is a
generatlng set of I(Z). O

It is also immediate that (=, J,C) spans the orthogonal spaces of 5(Z,.J,Cy)
in kQs. So we have the following characterization of relations for Q(Z).

By Lemma 5.16, a quadratic dual relation of p(Z, J,C) is p-(Z, J,C) defined in
(37). So we get the following, similar to the proof of Proposition 5.4.

Proposition 5.18. Let Z be A;, D;, with | > 4, and FEg, E7, Eg. Iff = N(")/I
is Koszul AS-regular algebra of finite Gelfand-Kirilov dimension then there is a
subset J of Qo and a set C as in (29) of nonzero elements in k, such that A(2) ~

KQ(E)/(7H(E. J.0)).

—_

Now construct the nicely-graded quiver ZoQ(Z) over Q(Z), it has only one con-
nected component since Q(Z) has loops. With the relation set

Pr.o@ = Prae(h0r)
= {z[m]|z € p(E,J,Cy),t € Z}

for some parameter set C; = C(2,J), ZoQ(E) forms a 2-translation quiver with
2-translation algebra

A(Ea Jv C) =~ kZOé(E)/(pZOQ(E) (J7 CJ)))

if A(2) is an 2-translation algebra.
By taking the complete 7-slices Q(E) = Z,Q(E)[0,2], we obtain the following
quivers:
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QA7)
(3,0) (1-2,0)
[ o
3.1 1—2,1
QD) G - 2
(3,2) (1-2,2)
o’ — — o
(7,0)
o
(6,0) 7,0
[} o
7,2)
o
Q(Es)
(1,0) (3,0)) (4,0) (5,0)
o o o o
(1,1)>< (3,1))><(4,1)><(5,1)
o] o o o
(112)>< (3,2))><(4,2)><(5,2)
o] o o o
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Q(E7)

(0,0) (3,0)

(4,0) (5,0)

~<—o0

(0,1)
o

(0,2)
o

Q(Esg)

2,00 \ (5.0) (6.0 (7.0) (9,0)

S e Cen? e
o o o o

et Nent Nan”f e
o o o o

N

a2 e
o o

N

S e
o

N

S
o

They are all nicely-graded quivers. We get n-properly-graded quivers by taking
the relation

p(E,J,C) = {=[0]]z € p(E, J, O)}. (38)
For any parameter set C';, we can replace the representatives for the arrows a; j 1,

Bj,i,1 and ;1 such that all the parameters become 1.
Write

o Q4 it 1<g5,t=0,1, A Bj,i,t 1<j,t=0,1,
it = { Bije >4, t=0,1, and (j,; = ajie t>J,t=0,1

Let
{vi1vio + Giatigo} S @01(5),
UCy) = { 1Gnithigo = Ciaid o 0 %61 Vi0 = Siviafiijn0} 1 € Qo2(3),
1 K3
{1t 51,0 = Clai1 i s 05 N
Gir i 1Hi,51,0 = Csyi 1 a0 Vi, 1%i,0 — Gir i 1Higi,0) 0 € Qos(E),
(39)
and let
{Ciaijo} i € Qoi(E),
Ui (C)) = § {0 Guithia0 = Gasit Mg 0} i€ Qu(5),  (40)

);

{01 10,51,0 + Ciais1Mija,0 + s i 1M gs 03 4 € Qos(
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{Cji1t0,5,0 + Vi, 17vi0} (S Q01(5)
U (Cy) = {Cjil,z}luz:,a:ho + gj;zim_uf,jzp + ¥iavio} i€ QuaE), (41)
{Cﬂ,l,l,ufz,]l,o + A ng,l,l/«%,gz,O"‘
Csyis1Mi,js,0 + Yi,1%i,0} i € Qus(2),
and let
. {Gimigol i € Quu(2),
Sl =
Uy 7(C) = § AGiattigno + Ciaistbiga0} i€ QOQ(:) (42)
(Gt a0 + Ciaict Higa,0 + CiaisHigao} i € Qo3 (E).
Take
pP(‘:') - ~(E),Z (E)aZ ?é h}
U{Bij105n0li,h,j € Qo(E),i # h}
U{Bi.j105n0lih, j € Qo(Z),i # h},
and

R G@l,i<j}.

Pa(E) = {ij1vi0 — V5150, 85,1750 —
Write
pa”(B) = {0 j1%i0 + V5,1%.5,0, Bj,i,1V50 + Vi1 Bjiolcs; € Q1,i < j}

They are subsets of the space k‘Qg( ) spanned by the paths of length 2, and pa(E)
and p,*(Z) span orthogonal subspaces in the subspace spanned by pa(Z)Upat(Z).
Take a subset J C Qo(Z). Let

p(E, 1) =pp(E)Upa(E)U | UioU|J Uiy, (43)
16Q0\J iceJ
and
prE ) =ptE)U | ULUJUS (44)

lEQo\J iceJ
We have the following descriptions of the relation sets for the 7-slice algebras
and for the n-slice algebras associated to the McKay quiver Q(Z).

Proposition 5.19. Let E be A;, Dy, with 1 > 4, and Eg, E7, Es. If A = kEQ(Z)/1
is T-slice algebra with AN a 2-translation algebra then there is a subset J of Qo (=)
such that I = (p(Z,J)).

Proposition 5.20. Let E be A;, Dy, with Il > 4, and Eg, E7, Es. If T' = kQ(E)/I
is 2-slice algebra, then there is a subset J of Qo(Z) such that I = (p*(Z,J)).

5.3. Remarks.

1. By constructing Zo@ for given @(G), J,C, and taking a complete 7-slice @
in one of its connected components, we get an indecomposable 7-slice algebra
A = kQ/(p), and a 2-slice algebra kQ/(p"). For a given complete T-slice, we
can change the representatives of the arrows so the relation set has the same
expressions, so the 7-slice algebras and the 2-slice algebras are isomorphic,
respectively (for a fixed subset J of the vertices in the case @) = Q(E)). The
algebra A dependents only on the quiver ) and the set J, but is independent
of the parameters in C.



ON n-SLICE ALGEBRAS AND RELATED ALGEBRAS 2717

2. The complete 7-slices in Zoé are usually non-isomorphic as quivers. But they
all can be obtained from any one of them by a sequence of 7-mutations by
[12]. By [17], the corresponding 2-slice algebras are obtained by a sequence of
2-APR tilts from the one described in Propositions 5.6 and 5.20.

3. Though we need the field k£ containing C for defining the McKay quiver, our
results in this section are valid for any field, we only need the McKay quiver
and the combinatory data in the Loewy matrix related to the McKay quiver,
at least in case of n = 2.
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