ELECTRONIC RESEARCH ARCHIVE doi:10.3934 /era.2020092
Volume 29, Number 1, March 2021 pp. 1803—-1818

COMBINATORICS OF SOME FIFTH AND SIXTH ORDER
MOCK THETA FUNCTIONS

MEENAKSHI RANA™

School of Mathematics, Thapar Institute of Engineering and Technology
Patiala-147004, India

SHRUTI SHARMA

School of Mathematics, Thapar Institute of Engineering and Technology
Patiala-147004, India
and
Yadavindra College of Engineering, Punjabi University Guru Kashi Campus
Talwandi Sabo-151302, India

(Communicated by Hemen Dutta)

ABSTRACT. The goal of this paper is to provide a new combinatorial meaning
to two fifth order and four sixth order mock theta functions. Lattice paths of
Agarwal and Bressoud with certain modifications are used as a tool to study
these functions.

1. Introduction. Mock theta functions were introduced by Ramanujan in his Last
Letter with 17 mock theta functions of order 3, 5 and 7 as first examples. These
functions have been studied quite widely especially after the discovery of Lost Note-
book by Andrews. There is a substantial number of papers where these functions
have been studied analytically, a complete history of these studies can be found in
the survey paper of Gordon and Mclntosh [18]. There is also a considerable number
of texts on the combinatorial connections of these functions. The first and second
Mock Theta Conjectures, given by Andrews and Garvan [11] and proved by Hick-
erson [19], are based on the rank of partitions. There are a number of mock theta
functions which have simple combinatorial interpretations in terms of partitions.
For example, Fine [17] interpreted a third order mock theta function (q) as the
generator for partitions into odd parts without gaps. Another third order mock
theta function f(q) is a generating function for the difference of number of parti-
tions with even rank and number of partitions with odd rank. In recent times, there
has been a good amount of study on the combinatorics of the mock theta functions.
In 2009, Andrews [9] associated a seventh order mock theta function Fi(q) to the
partitions with initial repetitions. In [10], Andrews et al. showed that the third
order mock theta function w(q) is a generating function for the partitions with each
odd part less than twice the smallest part. They also proved that another third
order mock theta function v(q) is related to these partitions with distinct parts. In
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[12], Andrews and Yee have given two variable generalizations of the results of [10]
and Li and Yang [20] have further studied these generalized results combinatorially.

In addition to ordinary partitions, some authors have also studied mock theta
functions in terms of (n + t)—color partitions, generalized Frobenius partitions and
lattice paths. For a detailed study reader can refer to ([2], [3] [6], [7], [23], [24],
[25], [26], [27]). In [5], Agarwal and Bressoud introduced the idea of interpreting
basic hypergeometric series with lattice paths. In fact, it was a manifestation of the
idea of Burge ([14], [15]) where he interpreted the summation side of generalized
Rogers—Ramanujan identity in terms of weighted binary words. The first objective
of this paper is to obtain the interpretations of the following two fifth order mock
theta functions in terms of lattice paths:

:Z n+1 ’ (1)
=Z nH : (2)

n+1

Andrews [8], while providing enumerative proofs of certain g-identities, has proved
that xo(q) is the generating function for partitions with unique smallest part and
largest part at most twice the smallest part. In a similar manner, ¢xi(g) can be
considered as the generating function for partitions with no part as large as twice
the smallest part. Here, we study these functions in terms of lattice paths. However,
we use lattice paths with certain modifications being discussed in detail in Section
2. In Section 3, a constructive method of obtaining the interpretations of these
functions with the lattice paths is described.

Although Ramanujan’s Last Letter contained mock theta functions of odd orders
only, mock theta functions of sixth and tenth order exist in the Lost Notebook [22].
The following two sixth order mock theta functions are defined in the Lost Notebook:
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He provided certain identities relating these functions to the following g-series, which
are also mock theta functions of order 6:
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The series defining p(q) in (9) does not converge, however the sequences of its even
and odd partial sums converge and u(q) is considered to be the average of these
two values. In fact, if we consider the sum of summands of p(g) and o(gq) over the
negative integers, we obtain @ and @ respectively. In a similar examination of
the summands of ¢(g) and 1(q) the following two mock theta functions are obtained:

Zq QQ2n1, (10)

Z q" ;2" 2. (11)

These functions were independently dlscovered by Berndt and Chan [13], and Mcln-
tosh [21]. Choi [16] provided combinatorial interpretations of A(q) and ¥_(q) using
n—color overpartitions along with some other third and sixth order mock theta func-
tions. In Section 4, we study A(q), 2u(q), ¢—(q) and ©_(q) by using lattice paths,
where

2M(Q) — io: (_1)nqn+1(1 + qn)(Q; q2)n

= (—¢; Q)nJrl

:i": ( 1)nqn+1 + Z n 2n+1(q.q2)n' (12)

= (G nn G @nt1

2. Preliminaries. In this section, first of all we recapitulate the definition of (n
t)—color partitions introduced by Agarwal and Andrews [4].

Definition 2.1. An (n + t)—color partition, ¢ > 0 (also called a partition with
“(n +t) copies of n”), is a partition in which a part of size n, n > 0, can occur in
(n + t) different colors denoted by n1,n9,- -+ ,ny4¢. Note that for ¢ > 0 one copy
of zero can occur, but zeros cannot repeat.

Definition 2.2. The weighted difference of two parts (a;)s, and (a;)p; (a; > a;) in
an (n + t)—color partition (a1)p, + (a2)p, + - - + (ar)p, such that (a1)p, > (a2)p, >
- > (ak)b,, is a; — by — aj — b; and denoted by (w.d); ;.

Now, we consider the terminology of lattice paths given by Agarwal and Bressoud
[5].
Definition 2.3. Paths of finite length which lie in the first quadrant, begin on the
y-axis and terminate on the x-axis with the following steps are considered:
North-East(NE): from (4,7) to (i + 1,7 + 1).
South-East(SE): from (i,5) to (i + 1,5 — 1), allowed for j > 0 only.
Horizontal(H): from (¢,0) to (i + 1,0).
The following terminology arises with these paths:
Peak: either a vertex which is preceded by a north-east step and followed by a
south-east step or a vertex on the y-axis followed by a south-east step.
Valley: a vertex which is preceded by a south-east step and followed by a north-
east step.
Mountain: a section of the path that begins on the x-axis or y-axis and ends on
the x-axis but does not contain a point (x,0) other than the end points.
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Range: a section of the path that starts either on the y-axis or at a vertex preceded
by a horizontal step and terminates at the end of the path or at a vertex followed
by a horizontal step but contains no horizontal step in between.

Plain: a section of the path that comprises of only horizontal steps, starting either
on the y-axis or at a vertex preceded by a south-east step and ending at a vertex
followed by a north-east step.

The Height of a vertex is its y-coordinate. The Weight of a vertex is its -
coordinate. The Weight of a path is the sum of the weights of its peaks. We will
denote weight of a path P by |P|.

Agarwal and Bressoud linked these paths with restricted (n + t)—color partitions
by encoding each path with the sequence of weights of peaks subscripted by the
height of the respective peak. Thus, we see that the path in FIGURE 1 corresponds
to the n—color partition (21, 52,94, 162,1935). Agarwal and Bressoud [5] remarked

FIGURE 1.

that these paths correspond to certain restricted (n+t)—color partitions only. Agar-
wal initiated the interpretation of mock theta functions in terms of (n + t)—color
partitions and the above defined lattice paths. The first set of mock theta functions
which he interpreted in [2] and [3] contained the following mock theta functions:

N0
¥(q) —; TN (13)
B 0 q2n2
Rl _,;)(q;qQ)n,’ (14)
60(a) = 0" (~4:¢%)n, (15)
n=0
61(q) = ¢ (=g ). (16)
n=0

In the following four theorems, we recapitulate the results proved by Agarwal in [2]
and [3]:

Theorem 2.4. Forv > 1, let A;(v) denote the number of n—color partitions satis-
fying

(Z) ap = bk;

(ii) a; = b; (mod 2), 1 <i < k;
(ZZZ) (’w.d)iﬂqu > 0, 1 < ) < k—1.
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And, B1(v) denote the number of lattice paths of weight v starting at (0,0) with no
valley above height 0 and no plain. Then

S 4 =3 B = ().
v=1 v=0

Theorem 2.5. For v >0, let A2(v) denote the number of n—color partitions satis-
fying

(i) ar = by;

(i) a; =b; (mod 2), b; >1,1<i<Ek;
And, B2(v) denote the number of lattice paths of weight v starting at (0,0) with no
valley above height 0, no plain and height of each peak > 2. Then

ZAg(u)q” = ZBQ(V)QV = Fo(q)-
v=0 v=0

Theorem 2.6. Forv >0, let A3(v) denote the number of n—color partitions satis-
fying

(i) ap =1 or2;

. 1 if a; odd,

(1) bi = { 2 if a; even,
And, Bs(v) denote the number of lattice paths of weight v starting at (0,0) with no
valley above height 0, no plain, the height of each peak of odd weight is 1 while that
of even weight is 2 and weight of the first peak is 1 or 2. Then

> As(v)g” =) Bs(v)g” = o(q).

1<i<k;

Theorem 2.7. Forv > 1, let A4(v) denote the number of n—color partitions satis-
fying

(i) ar =1;
. 1 if a; odd,
(1) bi = { 2 if a; even,
And, B4(v) denote the number of lattice paths of weight v starting at (0,0) with no
valley above height 0, no plain, the height of each peak of odd weight is 1 and that
of even weight is 2, and weight of the first peak is 1. Then

D Auw)g” =) Baw)g” = é1(q).

It is very obvious that the paths introduced by Agarwal and Andrews can not
correspond to (n + t)—color partitions with repeating parts. Also, it is clear from
above theorems that in the above (n + t)—color partition-theoretic interpretations
of mock theta functions no part is repeating. Thus, it was possible to obtain the
corresponding interpretations in terms of lattice paths. However, in the (n+t)—color
partition-theoretic interpretations of the six mock theta functions to be considered
in this manuscript parts can repeat. We have obtained these interpretation in a
recently published manuscript [26]. It prompted us to make following modifications
to the terminology of the lattice paths by introducing backward horizontal step:

1<i<k
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Definition 2.8. Here we will be considering only those paths which have no valley
above height zero.

Backward Horizontal Step: from (4,0) to (¢ — 1,0), allowed for ¢ > 0 only.
Now a plain can be of the following two types:

Forward Plain: same as the plain described earlier.

Backward Plain: a section of path that consists of only backward horizontal steps,
starts at a vertex preceded by a south-east step and terminates at a vertex followed
by a north-east step. It will be considered as a plain of negative length.

Since we have introduced backward horizontal steps, so a peak can now repeat
and a peak having lower weight can occur later in the path. For example, the path
shown in FIGURE 2 corresponds to the sequence of peaks (11,41, 32,51). However,

0+ f Y f f + {
0

FIGURE 2.

the introduction of backward steps can lead to ambiguity while reading the paths.
Thus, it becomes necessary to exhibit the sequence of steps taken to draw the path,
as the sequence of steps for a particular path is unique. In this paper, we promptly
use sequence of steps to describe these paths and denote the possible steps with the
Greek letters in the following manner:

North-FEast-c, South-Fast-8, Forward Horizontal-y, Backward Horizontal-d.

Thus, the sequence of steps for the path of FIGURE 2 is afyaBddddaafBiaf. A
a step followed by a 8 step or an initial 5 step constitute a peak. Since in our
paths there is no valley above height zero, so whenever there exists a peak, a steps
are followed by an equal number of § steps and the number of these steps gives the
height of that peak. Weight of a peak is equal to the number of steps other than ¢
steps minus the number of § steps before that peak. Length of forward plain is the
number of 7 steps and of the backward plain is the negative of the count of § steps
comprising the plain. Thus, the sequence afvyafddddaaBBdéal has its first peak
with weight 1 and height 1, second peak with weight 4 and height 1, third peak
with weight 3 and height 2, and fourth peak with weight 5 and height 1. There is
a plain of length 1 between the first and second peak, a plain of length —4 between
second and third peak, and a plain of length —1 between third and fourth peak.

In [26], we have obtained the interpretations through step by step construction of
partitions. The most widely used method to prove such results proceed by obtaining
recurrence relations and this method was introduced in [1]. In case of these six
mock theta functions also, it is possible present a proof by establishing recurrence
relations. However, there is a significant difference in transforming the classes to
obtain recurrence relations, which makes it important to present these proofs which
are included in Section 5.
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3. Fifth order mock theta functions. To interpret mock theta functions xo(q)
and x1(g), we will consider the following forms of these functions respectively:

Re q"
xo(a) _z:: (¢:4*)n(—q; Q)n’ (17)
Z ¢ )1 (= On (18)

Remark 1. For interpreting the functions xo(q), x1(¢), A(¢) and 2u(q), we need
to attach certain weight to the count of each relevant path which we denote by
wp,(P) = (=1)%, i = 1,2,5 — 7, for a path P € P;, where P; is a set of paths
satisfying certain specified conditions and the value of ¢; depends upon the set of
paths P;. Also define

pi(v) =Y wp(P).
|P|=v
PeP;

Remark 2. In the remaining part of the paper, (x;,9;), 1 < i < k, denotes the ‘"
peak in the path, where z; and y; are the weight and height of the peak respectively.

Theorem 3.1. Let P, denote the set of paths starting at (0,0) with length of plain
between any two consecutive peaks > —2 and in front of the first peak > 0. Then
forti =z — y,

7) =Y m)g

Proof. Step I.: Let us consider the k" term of the series

qk

(a5 0*)k(a: Ox
Begin the construction of the path with the factor ¢*, which generates a path
with k peaks at (1,1) and a plain of length —2 between peaks. An example of

a path with four peaks is as shown in FIGURE 3 and corresponding sequence
of steps is aBddaBddaBddas.

FIGURE 3.
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Step IL.: Factor (g; qz),:1 introduces nonnegative multiples of 1,3,--+ 2k — 1,

say, f1 X1, fax 3, f x (2k = 1), f; > 0. Transform the path by increasing
the number of « as well as /3 steps of the i*" peak by fix_;+1. This increases
the weight of each of the (i + 1) to k" peak by 2f,_;11 and of the i*" peak
by fix—it1. Thus for f1 =2, fo =1, fs =0 and fy = 1, the path of FIGURE
3 transforms to the path of FIGURE 4 and corresponding sequence of steps
is given by aafBddaBidaaBBidaaaBBs.

FIGURE 4.

Step III.: The factor (g; q),;1 generates nonnegative multiples of 1,2,--- ,k—1,

say, g1 X 1,92 x2,--- , gx Xk, g; > 0. Introducing gr_;+1 7y steps in front of the
it" peak increases the weight of each of the it to k*" peaks by gr_;+1 (if some
§ steps already exist before that peak then each delta step will cancel one ~
step and remaining v or § steps will appear before that peak). For g1 = 1,
g2 =0, g3 = 2 and g4 = 1, the path of FIGURE 4 transforms to the path of
FIGURE 5 with sequence of steps yaaBBafddaasBiaaaBps.

FIGURE 5.

Initially there was a plain of length —2 between any two peaks, so in the final path
the length of plain between any two consecutive peaks will be > —2 and in front of
the first peak will be > 0. Thus, the path belongs to P; and every path of P; is
uniquely generated in this manner.

The last peak (zg,yx) is given by

k—1 k
v =1+2> fi+fe+ >0

i=1 j=1

Ye =1+ [ (19)
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The series on the right hand side of (17) contains the factor (—q;q); " instead of
(g; q),;l, so a weight is to be attached to the count of each path P generated in the
above manner and is given by

wp, (P) = (1)1t = (=)= 9 = (— )Xo 9 H2S
Sot| = xp — Yk O

In the case of x1(q), an additional peak at (0,1) is considered. Therefore, ini-
tially there is only one backward step in between the first and second peak which
corresponds to the weighted difference —1. This can be summarized in the following
theorem:

Theorem 3.2. Let Py denote the set of paths starting at (0, 1) such that the length of
plain between the first and second peak is > —1 and in between the other consecutive

peaks is > —2. Then for
0 ifk=1,
to = .
T —yr ik >1,

xi(q) = sz(y)qu~
v=0

4. Sixth order mock theta functions. In this section, we interpret mock theta
functions of order six. The first function which we consider here is ¢_(q).

Theorem 4.1. For v > 1, let P3(v) denote the set of paths starting at (0,0) with
weight v such that the length of plain in front of the first peak is 0 or 1 and between
any two consecutive peaks is < 2 and

-2 ifzip1 = yiy1 (mod 2), 2; = y; (mod 2),
> 0 ifzip1 # yipr (mod 2),z; # y; (mod 2),
—1 otherwise.

Then -
¢-(q) =) Ps(v)g".

Proof. In the construction of path for ¢_(g), Step I and Step II proceed exactly
in the same manner as in Theorem 3.1. In Step III, the factor (—g; q),;1 is replaced
by (—q?; ¢*)r_1. This factor generates nonnegative multiples of 2,4, - - - , 2k —2, say,
g1 X 2,92 X4, gp—1 X (2k —2), g; = 0 or 1. Introducing 2gx_;+1 v steps in front
of the 7" peak increases the weight of each of the i*" to k*" peak by 2g_;.1. Thus
for g1 =1, go = 0 and g3 = 2, the path of FIGURE 4 transforms to path shown in
FIGURE 6 with sequence of steps aafpyyaBddaaffacaBBs.

Step IV. The factor (—q; ¢*), generates either 0 or an odd number < 2k — 1, say,
h1x1,hax3,-+ hix(2k—1), h; = 0 or 1. Introducing hg—_;41+ hg—;t2 7y steps in
front of the i*" peak increases the weight of each of the i*" to k™" by hy_; 11 +hp—_it2.
Thus, the total increase in the weight of the path is hy X 14+ho X3+ -+ hg X (2k—1).
For hy =1, ho =0, h3 = 1 and hy = 1, path of FIGURE 6 transform to the path
shown in FIGURE 7 with sequence of steps yaaS8yyyyapdaaffyaaafBE. 1t can
be easily seen that the way these paths are generated each path of weight v satisfies
the conditions of Ps(r). Every path enumerated by Ps(v) is uniquely generated in
this manner. O
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3
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FIGURE 6.
3
2
0+ } } t t f } } } } } {
0 2 4 6 8 10 12 14 16 18 20 22
FIGURE 7.

The results for the remaining three mock theta functions of order 6 are presented
in the following theorems without proofs, as proofs follow essentially in the similar
manner as the previous ones.

Theorem 4.2. For v > 1, let Py(v) denote the set of paths from Ps(v) which have
no plain in front of the first peak and the length of plain in front of the second peak
is < 1. Then

v-(q) =Y Pa(v)g".

Theorem 4.3. Let P5 denote the set of paths starting at (0,0) such that height of
each peak is < 2, length of plain between consecutive peaks is > —2 and in front of
the first peak is > 0. Then for ts = xp — Z;:ll yi + 2k — 2,

Mg) = ps(v)g”.

Theorem 4.4. Let Py denote the set of paths starting at (0,0) such that the height
of first peak is 1 and rest of the peaks is < 2. Also, the length of plain in front of
the first peak is > 0 and in front of rest of the peaks is > —2. Let P; be the set of
those paths of Ps for which the length of plain between the first and second peak is
> —1. Then for

k—1

Tk — Yk ifk=1,
te = +k—2— ilandt{ _ .
6 k ;y T xk—&-k—l—Zf:Zlyi—l ifk>1,

oo

2u(g) = > Ips(v) + pr(»)]g"

v=0
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5. (n + t)—color partition-theoretic interpretations by establishing recur-
rence relations.

Remark 3. Throughout this section, if C;(v) denote the number of partitions of v
with certain specified conditions then C;(k,v) will denote the partitions of v with
same conditions into k parts and

oo o0

fi(zq) = ZZCi(kﬂ/)qu”. (20)

v=0 k=0

To obtain the interpretations of mock theta functions xo(q), x1(q), A(¢) and
2u(q), certain weight is to be attached to the relevant partitions as in the case of
lattice paths. The required weights can be simply obtained by identifying each peak
(x;,yi) as a colored part (x;),,

Theorem 5.1. Let Cy(v) denote the number of n—color partitions of v such that
(wd)iiy1 > =2 for 1 <i<k—1. Then

(o] o0 qn
17

,;Jcl(y)q nz:%(q;q?)n(q;q)n'
Proof. Split the partitions enumerated by Ci(k,v) into three classes. First class
contains the partitions for which ay # bg. Subtracting 1 from each a;, where
1 < i <k, we get a partition of v — k into k parts with (w.d);;+1 > —2. These
type of partitions are enumerated by Cy(k,v — k). Partitions of the second class
are signified by ap = by = 1. Deleting the least part 1; from such partitions we get
a partition of v — 1 into k — 1 parts such that (w.d);;+1 > —2. Therefore, these
partitions are enumerated by C1(k — 1, — 1). The partitions in the third class are
the remaining partitions which satisfy aj = by > 1. For these partitions, transform
the least part (ag)p, to (ax—1)p,—1 and subtract 2 from each a;, where 1 < i < k—1.
These partitions are enumerated by Cy(k,v — 2k 4+ 1) — C1(k,v — 3k + 1) since the
least part (ag)p, of such partitions satisfy ay, = by. All the transformations implied
here are completely reversible. Thus, we obtain the following recurrence relation:

C1(k‘, V) = Cl(k,l/—k‘)—i—Cl(ki—l,I/—l)—i—Cl(k‘,l/—2k‘—|—1)—01(k‘,l/—3k—|—1). (21)
Now, substituting for C4 (k,v) from (21) into (20) with ¢ = 1 and then simplifying
fi(z,0) = filza,0) + zaf1(2,0) + 0 fi(2d® @) = iz q). (22)

Substituting f1(z,¢) = >.,—, 7n(¢)2z"™, and then comparing the coefficient of 2" on
both sides of (22), we get

q
T=g)(i =)

Iterating (23) n times and considering the fact that 79(q) = 1, we find that

Tn—1(q), n > 1. (23)

(q) = (

n

n>0. (24)

_ q
mal0) = (@ Dnla;a?)n’

Thus,

fi(z,q) = Z Lz". (25)

(@D (4:6%)n
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Z Ci(v)¢" = Z (Z C(k, 1/)) q”
v=0 v=0 \k=0
N q"
- ,;) (@ )n(a56*)n” @7)

The proofs for the remaining theorems proceed in a similar manner. The only
tricky part is to obtain recurrence relation, so we will omit the remaining details
for the results that follow.

Theorem 5.2. Let Cy(v) denote the number of (n + 1)—color partitions of v such
that
(Z) arp — bk = —1;
(i) (wd)iji1 > -2, 1<i<k—2;
(111) (w.d)k—1, > —1.
Then

o0

o0 qn
v)q" = —_ .

;O@( 1 ngo (4:4*)n+1(¢: @)
Proof. Split the partitions enumerated by Cs(k,v) into two classes. First class
contains the partitions for which by = 1. Deleting the least part 0; from such
partitions, we get a partition of v into k — 1 parts such that (w.d); ;11 > —2,
1 < i < k — 2. Therefore, these partitions are enumerated by C;(k — 1,v). The
partitions in the second class are the remaining partitions which satisfy by > 1. For
these partitions, transform the least part (a)p, to (ax —1)p,—1 and subtract 2 from
each a;, where 1 < ¢ < k— 1. These partitions are enumerated by Co(k,v — 2k + 1).
Thus, we obtain the following recurrence relation:

Co(k,v) = Cy(k — 1,v) + Co(k, v — 2k + 1). (28)
0

To obtain the interpretations of ¢_(g) and ¥_(gq), we first need to prove the
following result:

Theorem 5.3. Let C3(v) denote the number of n—color partitions of v such that
(i) 0 <ap — by <3;
(ZZ) (w.d)i,i_,_l S 2 and
-2 if a; = bi, Ai+1 = bi+1 (HlOd 2),
2 0 if a; % bi, Aj41 i‘é bi+1 (HlOd 2), 1 S ) S k—1.
-1 otherwise,
Then

- v~ 4" (=4 9)2m
,,Z:OOB(V)q _;) (@¢*)n

Proof. Partitions enumerated by Cs(k,v) split into the following five classes as
signified by their least part:

(1) ap = bk = ].;

(ii) ap =bp +1=2;
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(iii) ag = by +2 = 3;
(iV) ap = by + 3 =4;
(V) b > 1.

By transforming the partitions of above classes, we obtain the following recurrence
relation:

Cs(k,v) =Cs(k —1,v = 1)+ C3(k — 1, v — 2k) + C3(k — 1,v — 2k — 1)+
+Cd(k — 1,1/ — 4k) + Cg(k,l/ — 2]€ + ].)
O
Theorem 5.4. For v > 1, let Cy(v) denote the number of n—color partitions of v
such that
(i) ar — b, =0 or 1;
(ZZ) (w.d)i,iJrl S 2 and

-2 ifa; = b, aj+1 = biy1 (mod 2),
Z 0 1f(11 7_éb74, Ai+1 7_ébi+1 (mod 2), 1 SZ S k—1.
-1 otherwise,

Then
> Ci(w)g” = ¢-(a)-

Proof. Here, we split the partitions enumerated by Cy(k, v) into the following three
classes as signified by their least part:

(l) ap = bk = ].;
(ii) ax = by +1=2;
(iil) by > 1.

And, the corresponding recurrence relation obtained by transforming the classes is
given by
C4(k71/) = Cg(k —1,v— ].) + Cg(k —1,v— 2]€) + C4(k71/ — 2k + 1)
O

Theorem 5.5. For v > 1, let C5(v) denote the number of n—color partitions of v
such that

(Z) ap = bk;
(ZZ) (w.d)i7i+1 S 2 and
-2 if a; = bi, ai+1 = bi+1 (mod 2),
Z 0 1fG,Z %bz, Ai+1 7_ébi+1 (mod 2), 1 SZ S k—1.
-1 otherwise,

Then

Proof. Here, we split the partitions enumerated by Cs5(k,v) into the following two
classes signified by their least part:

(1) ap = ].;

(i) ap > 1.
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And, the corresponding recurrence relation obtained by transforming the classes is
given by
Cs(k,v)=Cs(k—1,v—1)+ Cs(k,v — 2k + 1).
O

Theorem 5.6. For v > 0, let Cs(v) denote the number of n—color partitions of v
such that
(i) bij=10r2 1<i<k

Then
- o 4" (—=¢; ¢*)n
> Cow)a” =3 5
v=0 n=0 (q’ Q)n
Proof. The partitions enumerated by Cg(k, v) split into the following three classes
as signified by their least part:
(l) ap = bk = 1;
(11) ap = bk = 2;
(111) Qg 75 bk.
By transforming these classes, we obtain the following recurrence relation:
C(;(k,l/) = CG(k - ].,I/ - ].) + Cg(k - 1,1/ - Qk) + Cg(k,l/ - ]C)
O

Theorem 5.7. For v > 1, let C7(v) denote the number of n—color partitions of v
such that

(i) be = 1;

(1)) by =1 o0r2,1<i<k;
(ZZZ) (w.d)iﬂqu > —2, 1 < ) < k—1.

Then
o O ntl(_ . 2
" (=¢4)n
Cr(v)g" = _—
,; 7; (¢ @)nsa
Proof. The partitions enumerated by C7(k, v) split into the following two classes as
signified by their least part:
(i) ar = 1;
(il) ax > 1.
By transforming these classes, we obtain the following recurrence relation:
C7(k‘,V) = Cﬁ(k’ —1,v— 1) + 07(k,l/ — k’)
O

Theorem 5.8. For v > 1, let Cs(v) denote the number of n—color partitions of v
such that

(i) by = 1;

(ii) by =1o0r2, 1<i<k;

(Z"U) (w.d)k_lvk Z —1.

Then
2n+1 (_

iCs(V)q” _ i 2 (g4
v=1

n=0 (Qv Q)n—i-l
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Proof. The partitions enumerated by Cg(k,v) split into three classes. The first
class satisfies ap, = 1 and bi_; = 1. The partitions of this class are transformed by
deleting the least part, subtracting 1 from ar_; and keeping the remaining parts
unaltered. The second class is signified by the partitions with ay = 1 and bx_1 = 2.
Here, the transformed partitions are obtained by deleting 1, subtracting 2 from
ag—1, 1 from bg_1 and subtracting 2 from all the remaining parts. Third class
contains partitions with a; > 1 and these partitions are transformed by simply
deleting 1 from all the parts. Thus, we obtain the following recurrence relation:

Cg(k‘,l/) = Cg(/f— 1,1/—2) +Cg(ki— 1,1/—2]{5—1—1) +Cg(]{:,u—k).

REFERENCES

[1] A. K. Agarwal, Partitions with N copies N, Combinatoire énumérative (Montreal, Que.,
1985/Quebec, Que., 1985), 1-4, Lecture Notes in Math., 1234, Springer, Berlin, 1986.

[2] A. K. Agarwal, n—color partition theoretic interpretations of some mock theta functions,
Electron. J. combin., 11, (2004), Note 14, 6 pp.

[3] A. K. Agarwal, Lattice paths and mock theta functions, In: Proceedings of the Sizth Inter-
national Conference of SSFA, (2005), 95-102.

[4] A. K. Agarwal and G. E. Andrews, Rogers-Ramanujan identities for partitions with “n copies
of n”, J. Combin. Theory Ser. A, 45 (1987), 40-49.

[5] A. K. Agarwal and D. M. Bressoud, Lattice paths and multiple basic hypergeometric series,
Pacific J. Math., 136 (1989), 209-228.

[6] A. K. Agarwal and G. Narang, Generalized Frobenius partitions and mock-theta functions,
Ars Combin., 99 (2011), 439-444.

[7] A. K. Agarwal and M. Rana, Two new combinatorial interpretations of a fifth order mock
theta function, J. Indian Math. Soc. (N.S.), 2007 (2008), 11-24.

[8] G. E. Andrews, Enumerative proofs of certain g-identities, Glasg. Math. J., 8 (1967), 33-40.

9] G. E. Andrews, Partitions with initial repetitions, Acta Math. Sin. (Engl. Ser.), 25 (2009),
1437-1442.

[10] G. E. Andrews, A. Dixit and A. J. Yee, Partitions associated with the Ramanujan/Watson
mock theta functions w(q), v(q) and ¢(g), Res. Number Theory, 1 (2015), Paper No. 19, 25
pp.

[11] G. E. Andrews and F. G. Garvan, Ramanujan’s “lost” notebook VI: The mock theta conjec-
tures, Adv. Math., 73 (1989), 242-255.

[12] G. E. Andrews and A. J. Yee, Some identities associated with mock theta functions w(q) and
v(q), Ramanujan J., 48 (2019), 613-622.

[13] B. C. Berndt and S. H. Chan, Sixth order mock theta functions, Adv. Math., 216 (2007),
771-786.

[14] W. H. Burge, A correspondence between partitions related to generalizations of the Rogers—
Ramanujan identities, Discrete Math., 34 (1981), 9-15.

[15] W. H. Burge, A three-way correspondence between partitions, European J. Combin., 3 (1982),
195-213.

[16] Y.-S. Choi and B. Kim, Partition identities from third and sixth order mock theta functions,
European J. Combin., 33 (2012), 1739-1754.

[17] N. J. Fine, Basic Hypergeometric Series and Applications, Amer. Math. Soc. Providence, RI,
1988.

[18] B. Gordon and R. J. McIntosh, A survey of classical mock theta functions, Partitions, g-series,
and Modular Forms, Springer, New York. 23 (2012), 95-144.

[19] D. Hickerson, A proof of the mock theta conjectures, Invent. Math., 94 (1988), 639-660.

[20] F. Z. K. Li and J. Y. X. Yang, Combinatorial proofs for identities related to generalizations
of the mock theta functions w(q) and v(q), Ramanujan J., 50 (2019), 527-550.

[21] R. J. McIntosh, Modular transformations of Ramanujan’s sixth order mock theta functions,
preprint.

[22] S. Ramanujan, The Lost Notebook and Other Unpublished Papers, Narosa Publishing House,
New Delhi, 1988.


http://www.ams.org/mathscinet-getitem?mr=MR927753&return=pdf
http://dx.doi.org/10.1007/BFb0072504
http://www.ams.org/mathscinet-getitem?mr=MR2114195&return=pdf
http://dx.doi.org/10.37236/1855
http://www.ams.org/mathscinet-getitem?mr=MR883892&return=pdf
http://dx.doi.org/10.1016/0097-3165(87)90045-8
http://dx.doi.org/10.1016/0097-3165(87)90045-8
http://www.ams.org/mathscinet-getitem?mr=MR978611&return=pdf
http://dx.doi.org/10.2140/pjm.1989.136.209
http://www.ams.org/mathscinet-getitem?mr=MR2663866&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR2518230&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR209243&return=pdf
http://dx.doi.org/10.1017/S0017089500000057
http://www.ams.org/mathscinet-getitem?mr=MR2544290&return=pdf
http://dx.doi.org/10.1007/s10114-009-6292-y
http://www.ams.org/mathscinet-getitem?mr=MR3501003&return=pdf
http://dx.doi.org/10.1007/s40993-015-0020-8
http://dx.doi.org/10.1007/s40993-015-0020-8
http://www.ams.org/mathscinet-getitem?mr=MR987276&return=pdf
http://dx.doi.org/10.1016/0001-8708(89)90070-4
http://dx.doi.org/10.1016/0001-8708(89)90070-4
http://www.ams.org/mathscinet-getitem?mr=MR3928835&return=pdf
http://dx.doi.org/10.1007/s11139-018-0028-5
http://dx.doi.org/10.1007/s11139-018-0028-5
http://www.ams.org/mathscinet-getitem?mr=MR2351377&return=pdf
http://dx.doi.org/10.1016/j.aim.2007.06.004
http://www.ams.org/mathscinet-getitem?mr=MR605226&return=pdf
http://dx.doi.org/10.1016/0012-365X(81)90017-0
http://dx.doi.org/10.1016/0012-365X(81)90017-0
http://www.ams.org/mathscinet-getitem?mr=MR679205&return=pdf
http://dx.doi.org/10.1016/S0195-6698(82)80032-2
http://www.ams.org/mathscinet-getitem?mr=MR2950477&return=pdf
http://dx.doi.org/10.1016/j.ejc.2012.04.005
http://www.ams.org/mathscinet-getitem?mr=MR956465&return=pdf
http://dx.doi.org/10.1090/surv/027
http://www.ams.org/mathscinet-getitem?mr=MR3051186&return=pdf
http://dx.doi.org/10.1007/978-1-4614-0028-8_9
http://www.ams.org/mathscinet-getitem?mr=MR969247&return=pdf
http://dx.doi.org/10.1007/BF01394279
http://www.ams.org/mathscinet-getitem?mr=MR4031297&return=pdf
http://dx.doi.org/10.1007/s11139-018-0094-8
http://dx.doi.org/10.1007/s11139-018-0094-8
http://www.ams.org/mathscinet-getitem?mr=MR947735&return=pdf

1818 MEENAKSHI RANA AND SHRUTI SHARMA

(23] J. K. Sareen and M. Rana, Combinatorics of tenth-order mock theta functions, Proc. Indian
Acad. Sci. Math. Sci., 126 (2016), 549-556.

[24] S. Sharma and M. Rana, Combinatorial interpretations of mock theta functions by attaching
weights, Discrete Math., 341 (2018), 1903-1914.

[25] S. Sharma and M. Rana, On mock theta functions and weight-attached Frobenius partitions,
Ramanugan J., 50 (2019), 289-303.

[26] S. Sharma and M. Rana, Interperting some fifth and sixth order mock theta functions by
attaching weights, J. Ramanujan Math. Soc., 34 (2019), 401-410.

[27] S. Sharma and M. Rana, A new approach in interpreting some mock theta functions, Int. J.
Number Theory, 15 (2019), 1369-1383.

Received February 2020; revised July 2020.

E-mail address: mrana@thapar.edu
E-mail address: sharma_stary2k@yahoo.co.in


http://www.ams.org/mathscinet-getitem?mr=MR3568249&return=pdf
http://dx.doi.org/10.1007/s12044-016-0305-4
http://www.ams.org/mathscinet-getitem?mr=MR3802144&return=pdf
http://dx.doi.org/10.1016/j.disc.2018.03.017
http://dx.doi.org/10.1016/j.disc.2018.03.017
http://www.ams.org/mathscinet-getitem?mr=MR4022232&return=pdf
http://dx.doi.org/10.1007/s11139-018-0054-3
http://www.ams.org/mathscinet-getitem?mr=MR4041881&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR3982814&return=pdf
http://dx.doi.org/10.1142/S1793042119500763
mailto:mrana@thapar.edu
mailto:sharma_stary2k@yahoo.co.in

	1. Introduction
	2. Preliminaries
	3. Fifth order mock theta functions
	4. Sixth order mock theta functions
	5. (n+t)–color partition-theoretic interpretations by establishing recurrence relations
	REFERENCES

