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ABSTRACT. In this paper we study the continuity in initial data of a classical
reaction-diffusion equation with arbitrary p > 2 order nonlinearity and in any
space dimension N > 1. Tt is proved that the weak solutions can be (L2, LY N
H&)-Continuous in initial data for arbitrarily large v > 2 (independent of the
physical parameters of the system), i.e., can converge in the norm of any L7 N
H& as the corresponding initial values converge in L2. In fact, the system is
shown to be (L2, LY N H&)—smoothing in a Holder way. Applying this to the
global attractor we find that, with external forcing only in L2, the attractor
of attracts bounded subsets of L? in the norm of any LY N H§7 and that every
translation set & — zg of & for any zp € & is a finite dimensional compact
subset of L7 N H& The main technique we employ is a combination of a Moser
iteration and a decomposition of the nonlinearity, by which the interpolation
inequalities are avoided and the new continuity result is obtained without any
restrictions on the order p > 2 of the nonlinearity and the space dimension
N > 1.

1. Introduction. The continuity problem of solutions is definitely of significance
for the study of evolution equations. As described by Evans [9, p7], “(the continuity
property) is particularly important for problems arising from physical applications:
we would prefer that our (unique) solution changes only a little when the condi-
tions specifying the problem change a little.” In addition, the continuity property
is often important for further studies of a dynamical system, e.g., for studying the
regularity of global attractors [7, 22, 6], constructing an exponential attractor and
estimating its fractal dimensions [12, 16], and studying the stability of the attractor
under perturbations, etc. Hence, in case the continuity result of a system is not
satisfactory people have to find alternative conditions to carry out further stud-
ies. For example, the norm-to-weak continuity condition [22], quasi strong-to-weak
continuity condition [6, 11] and closed-graph condition [13, 5] were introduced in
various studies. Nevertheless, even for these cases where continuity condition can
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be less crucial, better continuity condition will facilitate the analysis. Hence, it
is always worth a deeper study even if some continuity results have already been
known under certain conditions.
In this paper we consider the following classical reaction-diffusion equation on
bounded smooth domain D C RY with N € N:
W Dt fw) = gla),
u(0) = ug, ulgp =0,

(1.1)

where g € L?(D) and the nonlinearity f : R — R is a C''-function satisfying some
dissipative conditions, say the odd degree polynomial

p—1 ‘
fls) =Y a;s,
j=1

where p > 2 is even and a,_; > 0. The well-known PDE result says for every initial
value ug € L?(D) the initial-boundary problem (1.1) has a unique weak solution u
satisfying

u € C([0,00); L*(D)), we L? (0,00;LP(D))N L} (0,00; Hy (D)),

loc

and u continuously depends on ug in L?(D). Moreover, Robinson [14, p227] argued
that, “without further restrictions on p we cannot prove, for general N, that the
map ug — u(t) is continuous (in H}(D)), although we can prove this for N < 3.”
In other words, the strong continuity in H{ for general p > 2 and N > 1 is much
more technical.

In 2008, by making using of interpolation inequalities Trujillo & Wang [18] gave
a solution for this problem. More precisely, by estimating the uniform boundedness
of tu(t) in L>=(0,T; H?) and by the continuous embedding ||w|| g1 < c||w||}1{22\|w||1/2
Trujillo & Wang [18] obtained the (H}NLP, H})-continuity of strong solutions for all
p>2and N > 1, where by (X,Y)-continuity we mean that the solutions converge
in the topology of Y as the initial data converge in the topology of X. Note that a
drawback of the techniques employed in [18] is the dependence on derivatives w.r.t.
t in both sides of (1.1), so they do not apply to stochastic evolution equations since
general stochastic processes are not differentiable.

Then in 2015, a Moser iteration was used by Cao, Sun & Yang [3] where the
time-derivatives were avoided and the (H} N LP, H})-continuity result was proved
for the stochastic system with additive Brownian noise. This technique was then
further improved by Zhu & Zhou [23] in a deterministic and unbounded domain
case by which the continuity result of the reaction-diffusion equation was improved
to a much stronger (L?, H})-continuity. However, since the analysis of [3, 23] re-
lies so heavily on interpolation inequalities, the analysis there is only for dimension
N > 3 and does not apply directly to all N > 1, especially in unbounded domains.
The restriction on space dimension is a natural cost of interpolation inequalities.
Though the low dimension N < 2 is not hard for the particular equation (only
noticing the embedding HJ C LP for this case), it is interesting if there is a way
to bypass the interpolation inequalities. Most recently, Zhao [20], in a study of a
stochastic p-Laplacian equation on RY, dramatically modified the iteration tech-
nique by appending the original equation with a second nonlinear term f which
was assumed with certain satisfactory conditions. With the auxiliary term f the
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interpolation inequalities were avoided, but this method itself greatly changes the
structure of the nonlinearity of the equation.

In this paper, we use a decomposition of the nonlinearity f to establish a stronger
(L?, LY N H})-continuity of (1.1) for any p > 2 and N > 1, where v > 2 is arbi-
trary and independent of the physical parameters of the system. The key idea is
that, instead of introducing an auxiliary nonlinear term as in Zhao [20], we prove
that the original nonlinearity f can be decomposed into two: one provides good
properties leading to the desired continuity results, and the other remains control-
lable. This technique avoids both time-derivatives and interpolation inequalities,
so can apply to stochastic equations (which will be shown in our future work) and
has no restrictions on space dimension. It is proved that the weak solutions of the
reaction-diffusion equation can be (L2, LY N Hy)-continuous and even (L2, LY NH})-
smoothing for all v > 2 (independent of all the physical parameters of the system),
and the solutions u(t) are shown to be bounded in L*(g,00; LP) for any € > 0
rather than only bounded in L} (0, 00; L”) as usually understood [14, 21].

Then we apply the main techniques as well as the continuity result to attractor
theory. It is shown that, with the external forcing only in L2, the global attractor
of (1.1) in L? is a compact set in LP N H{, and pullback attracts bounded sets
in L? under the topology of LY N H} for any v > 2, i.e., under a topology much
more regular than the attractor itself can be. Moreover, the translation o/ — zp :=
{a—zp : a € o'} of the global attractor about any point zy € 7, e.g., 2o a stationary
solution, is shown to be a compact subset of any LYNH{, v > 2. In addition, making
use of the new (L2, LY N H})-smoothing property the upper bounds of the fractal
dimensions of & and & — zy in LP N H} and in LY N H{, respectively, are easily
obtained.

Note that though in the present paper we work in a deterministic, autonomous
and bounded domain framework in order to keep the main idea clear, the method
applies to non-autonomous, unbounded domain and even stochastic PDEs, which
will be illustrated in our future work.

2. The reaction-diffusion equation.

2.1. Settings. In this paper, we consider the following classical reaction-diffusion
equation on some bounded smooth domain D ¢ RN with N € N:

du = Du f(w) = gla),

dt (2.1)

w(0) = ug, ulsgp =0,

where A > 0 is a fixed number, g € L?(D) and the nonlinearity f : R — R is a
C'-function satisfying the following standard conditions

f'(s) = wls|P~2 =1, (2.2)
f(s)s = als|” = B,
&) < olsP 4+, (2.4)

where p > 2, and [, k, a, 5, 0 are all positive constants.
Notice that, if condition (2.3) is satisfied for some o > 0, then it holds auto-
matically for all numbers that smaller than a. Hence, it is not restrictive at all to

let
K

p—1

a < (2.5)
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An example of such a nonlinearity f is an odd degree polynomial

2k—1

s) = Z bjsj,
j=1

where k£ > 1 and bog_1 > 0. In this example, p = 2k is even, and, generally, x and
« are in the form k = (2k — 1)bak—1 — (2k — 1)e1, o = bop_1 — €2, where &1 and
€9 are flexible coeflicients from Young’s inequality so that can be chosen as 7 > €9
to make (2.5) satisfied. Note that in the case of b; = 0 for j = 2,--- ,2k — 2 and
b1 < 0, which gives 1 = 0 and e # 0, we have (2.5) with strict <.

In the sequel, we often omit the domain D and write, e.g., L7(D) as LY for any
v = 2. The norms || - ||+ are written as || - ||y and || - || := | - [|2.

2.2. L*™(g,00; L7)-estimates of solutions. Generally, the regularity of solutions
depends heavily on that of the external forcing g. The following lemma indicates a
clear relationship between the integrability of solutions and that of g.

Lemma 2.1. Under condition (2.3), for any € > 0 there exists a family of positive
constants {Cék)}keN such that the solution u of (2.1) satisfies

Pak 1
wmw$\0“<e”wﬂ2wmﬁglu),t>a
p—1

where

2
a1 =1, (Lk+1—ak+p7, k e N.

Remark 2.2. Lemma 2.1 indicates that with ¢ € L? the solutions belong to
L>(g,00; LP) for any € > 0 rather than only to L? (0,00;LP) as usually under-
stood, see, e.g., [14, 21].

loc

Proof of Lemma 2.1. Without loss of generality, let € € (0,1). For t > & we prove
by mathematical induction a stronger result, that there exists a family of positive

constants {Cs(k) }keN such that the solution wu(t) satisfies

ol +o [ [ e gz asar
X3 (Gr)
Pap4q
<a@(fMMﬂ%wgJ;_u),keN
p—1

Multiply (2.1) by w and integrate over D, by (2.3), to obtain

A
Sl + Al + [Vl + aljully ~ B1D] < ellgl> + 5

SO
IIUII2 + Aull® + [lull} < cllgl® + e, (2.6)

where and throughout the paper c is a generic constant that may change its value
from line to line. Multiplying (2.6) by e* and integrating over (0,t) we have

t
lu(t)]* + /O 7 u(s) |5 ds < e M[Juol|* + cl|g])* + . (2.7)
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This implies that

1 1
/0 e u(s)[2 ds < / A u(s)|[2 ds

(2.8)
< e Mluol* + cllg]* + .
Multiply (2.1) by |u[P~2u and integrate over D to obtain, by (2.3),
1d _ _ o -
gy + Allullf + allullzp=3 = Bllull;=2 < cllgl® + 5||U||§§7§7
s0, since ||u||£:§ < 77||u||§§:§ + ¢ for any n > 0,
d 2p—2
1l + Allullp + ellulizp=3 < ellgl® +c. (2.9)
Multiply (2.9) by e’ and then integrate over (r,t) for r € (0,¢) to obtain
t
[u(@)I; + Oé/ A u(s) 5575 ds < e lu(r) 5+ cllgl? + e
. (2.10)
< e MV u(r) |8 + ellgl® + e
Integrating the above inequality w.r.t. r over (0,¢), by (2.8) we have
€ t _—
A(s— -
ol +o [ AUz dsar
(2.11)

1
< [ )y dr+ clgl + ¢
0
<N uol + lgl + <.

which concludes (Gy) for k = 1.
Next, assuming (Gj) holds we prove (Gr41).
Multiplying (2.1) by u|u[P*+1~2 and then integrating over D, we have

L afpasss 4 Afufeses + / F(wyulufrsn = de < / guluP*+1 = da,

pPag+1 dt
and then, by (2.3) and Young’s inequality,

1 d
o+ Mg + [ Caful = ueses de

a +1 dt” |Pak+1 Pak+1

< [ qutuen =2 de < clgl it + - Ol
g g pak+1+p—2 Pak+1+17—2'
p—1

Pak41 2 pak+1+p—2

Hence, since ||u||pak+1 5 < 77||“||pak+1+p

+ ¢ for any n > 0,
pagy1+p—2

d +p-2 _ —
g lwlbasss + Mullpaiss + alullpa e < ellgllpuiirs + 6

p—1
i.e., with pax4o = pax+1 +p — 2,
Pap42

d
qelellpar s + AMlullpai s + allullpaits < Cllgllpak+2 +e. (2.12)

Pak+1 Pak+1 pag42 S
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Multiply (2.12) by e and then integrate over (r,t) for r € (0,¢) to obtain

t
[u®lzzes: +a [ O u)lzzs ds

Pak+1 Pak+2
t Pag 42
< e fu(r) et + / A0l 2l ds+e (2.13)
-1
TP%+2
<A u(r)[Barst + cllgl vhrs + e
p—1

Integrating (2.13) with respect to r over (p,e) for p € (Zle 3%,25;1 %), since
6—p>%,wehave

A(s—t)
Sz o [ [ dar

J 1 37
< (e = p) lu®) 22 + o / / No=0) gy (s) [P25+2 dsdly
p Jr
pPak41

€ Pag 42
< [ Ol e clgla + e
P p—1

Integrating w.r.t. p over (Z’t i <), by (Gi) we have

j=1 377 £Lauj=1 3J
t)
o (S o [ [ oo ar)
J 1 3J

€

E:?if 37 [€ P42
< [T [ A0t drdp+ clgl iy + e
£ —1

i=137 UP P

i N ) Pag41 Pag42
< oW ( Yol + llgl oEe s + 1) Telgliit e,
p—1 p—1

by which (Gy41) is concluded. O

3. (L?,LY N H})-continuity of solutions in initial data. In this section, we
prove the (L?, LY N H})-continuity of weak solutions of (2.1) for any v > 2.

Definition 3.1 ((X,Y)-continuity). Suppose that X and Y are two Banach spaces.
A mapping M : X — X is said to be (X, Y)-continuous if M(z1) — M(z2) € Y for
any x1,z2 € X and |[M(x,) — M(z)|ly — 0 for any convergent sequence z, — x
in X.

Note that by Definition 3.1 an (X,Y)-continuous mapping need not take values
in Y, but the difference of any two values belongs to Y.

Let uj, j = 1,2, be the unique weak solutions of (2.1) corresponding to initial
data ug ; from L2, respectively. Then the difference % := u; — uy satisfies

da
dit‘ + M — A+ f(ur) — f(uz) =0, (3.1)

I_L(O) = ’ELO = U()’l — UO,Q.
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3.1. (L?,L7)-continuity. With g only in L?, by Lemma 2.1 the solutions of (2.1)
are expected at most in LP. However, we will see that the difference of any two
solutions will belong to any high order LY, v > 2, and, moreover, the system is
(L?, L")-continuous in a Holder way.

We begin with a decomposition of the nonlinear term f, from which we obtain
some new but crucial conditions, without requiring any additional assumptions.

Lemma 3.2 (Decomposition of the nonlinear term). Any C*-function f with con-
ditions (2.2)-(2.5) can be decomposed as f = f1 + fo, where fi and fo are both C*-
functions for which there exist positive coefficients {1,071, ka,la, ag, B2, 09} such
that f1 satisfies

(fi(s1) = fi(s2)) (51 — s2) = sy — s2]?, (3.2)
f1(51) = fi(s2)| < o1ls1 — sl (14 51772 + |s2[P72), (3.3)

and fo inherits all the properties (2.2)-(2.5) from f, satisfying

fa(s) = rals|P% = I, (3.4)
f2(s)s = as|s|? — B2, (3.5)
|f2(5)] < o2|sP ™" + 02, (3.6)
K2

< . 3.7
< (3.7)

Proof. We prove the proposition by constructing a proper f;. Let
fi(s) := %|s|p_25 —o, seR, (3.8)

where o, 0 > 0 are constants given in (2.3) and (2.4). Then such defined f; satisfies
(3.2) and (3.3). To see this, let us first recall from [2] that there exist positive

constants ¢y, - -, ¢4 such that for all £,n € RV
|lelP=2€ — InlP~*n| < cr (€] + [nl)*~2[€ — nl, (3.9)
(1772 = InlP=2n) - (€ = n) = cal€ = nl?,  for p > 2. (3.10)

Therefore, by (3.10),
(f1(s1) = f1(s2)) (s1 — s2) = %(I81|p7231 — |82/P7?52) (s1 — s2)

[0
> 564\81 — s52|7;

and, by (3.9),
Q _ _
|f1(s1) = fi(s2)| = §|\81|p %51 — |s2|P 255

< ser(lsy]+ [s2])P3[s1 — sof

a

2
<cfsp — so| (T+ [s1P72 + [s2/P72).

Next we show that f — f1 =: fy satisfies (3.4)-(3.7).

Since f{(s) = &(p— 1)[s/72 by (2.2),

f&) = £ > (n=So-1)lsP -1,

where k — §(p — 1) =: Ky is positive because of (2.5), and thereby (3.4) follows.
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Since f1(s)s = 2[s|P — 0s < 22[s|P + ¢ and f satisfies (2.3),

(F) = a()s > alsp — 8 — (2ol + ) = Lps —p -

and, as f satisfies (2.4) and |f1(s)] < §[s[P~! + o,

F(5) = fuls) S olsP ™ o+ SlsP T o= (045 )5 + 20

Therefore, (3.5) and (3.6) hold for f — f.
By construction ky =k — §(p — 1) and as = a/4, (3.7) follows from (2.5). O

For later convenience we conclude the following corollary from Lemma 3.2.
Corollary 3.3. Any C'-function f with conditions (2.2)-(2.5) has the property
(F(s1) = f(s52)) (s1 = s2)|s1 = 52| = cui|s1 = so|P*" = Ig|s1 — s
for anyr > 0 and s1,s2 € R, where a1 and ly are positive constants in Lemma 3.2
Proof. Making use of the decomposition f = fi + f2, by (3.2) and (3.4) we have
(f(s1) = f(s2)) (51 = s2)ls1 — sa|" = (f1(s1) — fi(s2)) (51 — s2)[51 — s2|"
+ (f2(s1) — fa(s2)) (s1 — s2)[s1 — s2|"
ailsy = solPTT 4 f3(E)]s1 — sof P

onfsy — 52 P 4 (Kol€[P2 — )]sy — so"H?

r42

\YARR\VARR\V}

a1ls1 — s2|PT" = Io|sy — so
O

Theorem 3.4 ((L?, L7)-continuity). Let conditions (2.2)-(2.5) hold and T > 0.
Then there exists a family of positive constants {Ci("k)}keN’ where each C’q(ﬂk) depends

exclusively on T and parameters {u, a1, p}, such that the difference @ = uy — us of
solutions corresponding to any initial data in L? satisfies

e ac)|bet < O laol, ¢ € (0,71, (Ar)

and
r paris k) 112

/0 ||sbk+1a(s)| Pakil ds < Oy 1ol (Br)

where
2 arb 2
a; =by =1, ak+1—ak+p7, bppr = ——= + , keN.
p ak+1  PAk+1

Remark 3.5. The above lemma implies an arbitrary (L2, L")-smoothing property
of the system: for any v > 2 there exists a constant c, such that

1a(W17 < eylloll*.

Indeed, for any v > 2 there exists a k € N such that v € [2,pax), so [[a(1)[]7 <

max{||a@(1)?, ||a(1)|[52*} and the remark follows from Theorem 3.4.

Proof of Theorem 3.4. The proof is done by induction. We begin with (A;) and
(B1). Multiplying (3.1) by @ and then integrating over D we have

5ol MalP + 90+ [ a(fw) - fua)) do =o.
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By Corollary 3.3 we have
/ a(f(un) — fluz))de > on [lall? — Lol
Hence, with p := max{2(ly — A),1} > 1,
d
Sl + 20l + 2Vl < gl (3.11)
By Gronwall’s lemma it follows
la(®)[2 < e#laol®, vt € (0.7), (3.12)
so, integrating (3.11) over (0,T) gives
T T T
20, / las)|IL ds +2 / IVa(s)|? ds < / e [|? ds + o)
0 0 0

= (e"” +1)|uo |

This implies that there exists a positive constant Cp exclusively depending on T
and parameters {u, aq,p} such that

/0 " (sl + IsVa(s) ) ds < (17 +72) / (Il + Ivae)?) ds
< Orllaol?. (3.14)

(3.13)

Multiplying (3.1) by |@|P~24 and integrating over D we have

1d _a_ _ip—2_
Ll + Ml ~ [ sa(ar—aae + [ () - sG) a2 ar =0
Since

7/A5(|a|p*2a) dz = /va~v(|a|1’*2a) dz >0

and, by Corollary 3.3,

[ () = )P0 do > o a3  tafall,

it follows that
1 d _p _12p—2 p
Ealluﬂp + aaflal|zp—5 < (2 = A)allp. (3.15)

Note that, for all r > 0,

d r—||P d TP~
sl = 5 (erialy)
1 (3.16)
_ rp—1||5 T =
= rpt? = |allp + 1l
Hence, multiplying (3.15) by t? we obtain
1 d _ _ _ _12p—2 _
};&Htuﬂg — " Hallh + antPllull5p=s < (I — N)eP[lal?,
that is,
dy,_» e _||*P2 1 P
Sl o el < (- 20+ 1) ol -

p
p’

1 _
<ec (1 + t) Htu|
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and then 4
taHtﬂHz <c(t+1) Htﬁsz

where ¢ = ¢(p,l2,A) > 0 is a constant. Integrating the above inequality over (0, )
for ¢ € (0,T], we have

' P fody
C(T—i-l)/o Hsﬂ(s)”p ds}/o 5£||5u(5)“p ds

. (3.18)
_ P — p
— t|leae)” _/0 |su(s)|” ds,
where the identity is by integration by parts. Then, (3.18) and (3.14) give
t
tl|tu(t pgcTJrl / su(s)||” ds
< Crlaol?, te (0,7
Multiplying (3.17) by #2, by (3.19) we have
d pt2 _[|2P—2 1
t2—||tal|” ‘twa <ct? (14 =) ||tal/”
dt” qu+ u 2p—2 ¢ + t H qu (320)
< Crllaol*.
Then integrating (3.20) over (0,7") and by integration by parts we obtain
T T, 2p—2
72| Ta(T)||? _/ 2s||si(s)||! ds +/ |55 ats)| " ds < Crlaol?,
P Jo p 0 2p—2
which gives, with by := 2’;%22, ag = 2”?%2 and by (3.19),
T P T P
2q(s)||?** ds < [ 2s]|s@ ds 4 Cr||do||?
|l ds< [ 2sfsa(q); ds+Cral 1

< 2TCr ||| + Crluo]|*.

By (3.19) and (3.21) we have proved (Ax) and (By) for k = 1.
Next, for k > 1, assuming (Ay) and (By) we prove (Ag41) and (Bg41). Multi-
plying (3.1) by @|@[P?*+1=2 and then integrating over D, we have
1
pak+1
Since, by Corollary 3.3 again,

i _ _ 3 +p—2 _
/ (f(ur) — F(u))alaP+ 2 dz > o a2 273 — 1o,

we have

il
Sz Malzzzs + [ () = f)alaPon 2 dz <o,

pPag+1 pPag+1

d, _ _ 1 1pakt1+p—2 _
e + Nl e < cllalpas:, (3.22)

where ¢ = ¢(pagi1, @1,l2) > 0. Similarly to (3.16) we have

d d
bk+1_| PAk+1 brt1Pak+1—1| 4| POk+1 br1pak41 7 ||POk+1
dt”t u a1 bk+1pak+1t Hu”pak+1 3 dtHu|pak+17

so multiplying (3.22) by tbk+1Pak+1 we obtain

d bri1 - ||PAk+1 b _ +p—2

— o+ 1 k+1PAk+1 Pak41TP

dt”t u| paps1 +Ft ||u|‘pak+1+p72 (323)

<c(1+t71) Ht“ﬂa”ii’;}
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and then for all ¢ € (0,T)

P2 < o - el (3.24)

Pak+1 pak+1’

where ¢ = ¢(pagi1,brt1,01,12) > 0. Integrating (3.24) over (0,t) we have

t
dewaols = [ lsoae o

t
b — pak+1
< (T - 1)/0 s k+lu(s)||llak+1 ds, te(0,7T],
by which (Agy1) is concluded since we have assumed (By).
Then we prove (Bg41). With agyo := agy1 + pTTQ, (3.23) is reformulated as

Pk419k41

g o 55"

Pak+2

(1 + )| thrrral P

Pak+1 Pak+1 ’

pPak42
which multiplied by t? gives
brt19k+1

t2%||tbk+lﬂ|pak+l +t2Ht aht2 g

Pak+1

par+2

Pak+t2 (3.25)
< ct(T+ 1) t+al22 0 vt e (0,T).

Pak+1

With b0 := %%H, the second term of (3.25) is rewritten as

Pk419k41

2 Pak+2
o

_ brio ~||PAk+2
= ||[t7* 21
Pak+2

pPak42
Hence, from (3.25) and (Agy1) it follows

d

2 b _|PCk+1 b _ || PCk+2 b _ || PCk+1 _ 2
gl + el < @+ a7 < Orllaol®. (3.26)
Integrating (3.26) over (0,T) we have
T T
2 br+1 POk41 bri1 Pak+1 brao— Pak+2
rarsanen - [l as [ e o

< CrllaolP?,

so, by (Bk),

pPak+1

T T
/0 "2 a(s)]|, 7, ds <27 / s+ a(s)|[yert ds + Crflaol|”
< (2rcf + or) o,
from which (Bj41) follows. O

3.2. (L% H})-continuity. Now, we study the (L?, H})-continuity of system (2.1).
As has been noted in introduction, though the continuity in Hg was also studied
in [23, 3] in a framework of non-autonomous and random dynamical systems, see
also [22, 17], the analysis here is quite different. Thanks to our (L?, LY)-continuity
established previously we do not rely heavily on interpolation inequalities and the
continuity in Hg is obtained directly for all space dimension N > 1.

As in [23, 3], we assume that for some positive constant ¢

£ (s1) = f(s2)] < cls1 = sa|(1+ [s1]P72 + [s2P7?). (3.27)
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Since f € C1, it is equivalent to require positive constants xg and Iy such that
[f'(5)] < Kol s[P~2 +lo.

Theorem 3.6 ((L?, H})-continuity). Let conditions (2.2)-(2.5) and (3.27) hold.
Then for any t > 0 and initial data ug ; with ||ug ;|| < R (j = 1,2) there exist posi-
tive constants Cry and Cy such that the difference G of the corresponding solutions
of (2.1) satisfies
2 _
IVa(®)1* < Crellaol| 7= + Cilluo|?,

where Cr; and C; can be explicitly computed independently of space dimension

N > 1.

Remark 3.7. Since p > 2, Theorem 3.6 gives the (L2, H)-smoothing property

_ L _
IVu(D)|| < elltol|7=T,  Vluoll < 1.

Proof of Theorem 3.6. Multiplying (3.1) by —Au and integrating over D we have
1d
2dt

Since by (3.27) and Young’s inequality we have

/M(f(ul) = fluz))dz < c/ \Aa|af(1+ Jug [P72 + JuglP~2)dz

IVal? + M val® + || Aal* = /Aﬂ(f(ul) = f(u2)) da.

< laal? + C/ (lua PP + Jua P faf* da + c|lal|?

< [1Aal® + e(llul3p5 + lluslizp=s) 5,2 + clal,
it follows q
@IIV%"LII2 < e(llual5h=3 + lluallzn=3) 1al3,—2 + clla]*. (3.28)
Take
po=2 +3 .
2p — 2

Then multiplying (3.28) by 27, by formula (3.16) we have
d Y7 — r— — r 2p—4 2p—4\ (| = T —
S Val® = 22 Val® < ot (lu llzp=2 + luallzp=2) allZ,—2 + ot [al|*.

For s € (%, t), integrating the above inequality over (s,t) we obtain

t
[t Va)|* - ||s"Va(s)|* —/ 2rs || Va(s)|* ds
0

t t
2p—4 2p—4\ ||~ _
< 0[ s (|lur(s)llap—a + lluz(s)llzp—2) 1a(s)l[3,—2 ds + C/O s7|la(s)|* ds,
2
and then integrating with respect to s over (%, t) yields

t t
HlE Va2 —/ 5" Va(s)|2 ds—t/ 2rs> 1| Via(s)||2 ds
0 0
K 2p—4 2p—4
<ot [ (a3 + s B, ds (3:29)

t
et / ()| ds.
0
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Note that, by (Az) in Theorem 3.4 with pas = 2p — 2 and pasby = p + 2,
_2
sup (5% a(s)3,-2) = sup (slsa(s)ez) "
s€(0,t] s€(0,t]
< (el )?) ™
Hence, from (3.29) and (3.30) it follows

t 1
e vae)|® < et / (I () 3573 + s ()1135=3) s (CF ol 12)

(3.30)

t t
+ct2r+1/ ()| ds+(zr+1)t2r/ IVa(s)||2 ds,
0 0

which along with (3.12) and (3.13) gives
2 ‘ 2p—4 2p—4 =2 2
IVaOI? <o [ (lua(s) 54+ lua(o)I33) dsllaol 7 + el (331)

where c; > 0 is a constant depending on C’t@) and t.
Recall that any solution u; (j = 1,2) satisfies (2.9), from which and analogously
o0 (2.10) we have

t
s— 2 —ﬁ 3 p
|33 ds < e uy ()] + el +
2

< cllugslI® + cllgll® + ¢ =: Ch,

where the second inequality is due to the uniform boundedness of ||u;(t)[[} given in
Lemma 2.1 (taking k = 1). Hence,

[ oS s < [ IS ds e < Ope o
which along with (3.31) completes the proof. O

4. Applications to the global attractor. From the previous section we see that
the reaction-diffusion equation has in fact an (L2, LY N H})-smoothing property
which is often a technical tool to further studies of the dynamics, for instance, to
estimate the fractal dimension of the global attractor or to construct the exponential
attractor for the system, see, e.g., the review paper by Miranville & Zelik [12] and
references therein. In this part we study the regularity and the fractal dimension
of the global attractor as direct applications of the new smoothing property.

Recall that a global attractor &7 for a semigroup S in a Banach space X is a
compact set in X which is invariant under S, namely, S(¢, &) = & for all t > 0, and
attracts all bounded subsets B of X, namely, lim;_, distx (S (¢, B), /) = 0 where
distx denotes the Hausdorfl semi-metric, see, e.g., [1]. Under a standard argument
as in [14, 19] it is well-known that the reaction-diffusion system (2.1) with conditions
(2.2)-(2.4) and g € L? has a finite fractal dimensional global attractor in L. More
precisely, we have

Lemma 4.1. [14, 19] Let conditions (2.2)-(2.4) hold and g € L*(D). Then the
semigroup S generated by the reaction-diffusion system (2.1) has an absorbing set
bounded in H(D) and a global attractor o/ in L?(D) which has a finite fractal
dimension dimp(o/; L?(D)) < oo.
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4.1. Topological properties. In fact, according to the bi-spatial attractor theory
one can show that the global attractor & is in fact compact in LP and in H}, and
is attracting in the corresponding topology, see, e.g., [21, 6, 10]. The key point is to
prove the system to be asymptotically compact w.r.t. the topology of L? and Hg,
respectively, see, e.g., [7, Theorem 3.9]. Since bi-spatial theory generally requires
an absorbing ball that belongs to L? and H{}, at the light of Lemma 2.1 one would
not expect the attractor to be (L2, LY) for v > p and g € L%. Nevertheless, Sun
[17], and then latter [3, 23] in random and non-autonomous cases, showed that the
attraction of the attractor can happen in L” for any ~ > 2.

In the following, making use of our (L2, L")-continuity we study the topological
properties of the global attractor in a different way from the bi-spatial attractor
theory. We begin with some abstract analysis. Let X,Y be two Banach spaces, and
S a semigroup on X which need not take values in Y. The following result indicates
that the (X, Y')-continuity ensures automatically more regular topological properties
of an attractor, i.e., the attracting property and the compactness property.

Proposition 4.2. Suppose that S is a semigroup with global attractor &/ in X.
If S is moreover (X,Y)-continuous, that is, for any t > 0 the mapping S(t,-) is
(X,Y)-continuous satisfying Definition 3.1, then
(i) the attractor &/ attracts bounded subsets of X in the topology of Y;
(ii) & is quasi compact in the topology of Y in the sense that for any sequence
{Zn}nen C &, there exists a b € o such that, up to a subsequence,

|z — 0]y — 0;

if, moreover, & CY, then < is a compact subset of Y;

(i) if & NY is dense in o, i.e., of = ﬂﬁYX, then o CY, and so &/ 1s a
compact subset of Y;

(iv) for any zo € &, the translation set of —zg = {x — 29 : © € o'} of the altractor
is a compact subset of Y. Consequently, if 0 € of then < is a compact subset
of Y.

Proof. (i) Given a bounded set B C X, we prove by contradiction that
disty (S(t, B), &) — 0, t— oo.

If it were not the case, then there exist a § > 0 and a sequences z,, € B and t,, — o0
such that
disty (S(tn, xn), ) 296, neN. (4.1)
Since & attracts B in the topology of X and is compact in X, there exists an
a € &/ such that, up to a subsequence,

IS(t, —1,2,) —allx — 0.
Since S is (X, Y')-continuous, this makes
1S(tn, zn) — S(L,a)|ly = IS, S{E, — 1,2,)) —S(1,a)|ly — 0. (4.2)

Since S(1,a) € & by the invariance of 7, (4.2) contradicts (4.1).
(ii) We prove that for any sequence {z,}nen C &7, there exists a b € & such
that, up to a subsequence,

lzn — blly — 0.
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By the invariance of & there exists a sequence {yn}nen C &/ such that z, =
S(1,yn). Since & is compact in X, there exists a y € & such that, up to a
subsequence,

l[yn —yllx =0,
which along with the (X, Y)-continuity of S gives

lzn =S y)lly = 1S, yn) = SA,y)lly — 0.

Noticing that b:= S(1,y) € & by the invariance of &/, we have the result.
(iii) To show that &7 is a compact subset of Y, by (ii) it suffices to prove that

—X
o CY. Let o]y := &/ NY. Then since & = &/|y , the proof will be concluded if
we have ,Q%|YX = Q%|YY(C Y). Clearly, 427|yX > d|yY. To prove ,Qf|yX C ,Q%|YY,
—X —y
take arbitrarily a € &/|y . If a € oy, then a € &/|y as desired. If a ¢ |y,

then there exists a sequence a,, € |y such that a, £> a. In addition, we have
proved that, up to a subsequence, ||a,, —b|ly — 0 for some b € &7, which means that

an e WY. Therefore, by the uniqueness of a limit we have a = b € WY.
(iv) It is clear that o/ —z is quasi-compact in Y, so it suffices to prove & —zy C Y.
Take arbitrarily a y € & — zg, then we have y = x — zg for some = € o/. By the
invariance of &7, there exist 1,22 € & such that y = S(1,21) — S(1,22) € Y by
the very Definition 3.1 of (X, Y)-continuity. O

Applying Proposition 4.2 to the reaction-diffusion system (2.1) we obtain

Theorem 4.3. Let conditions (2.2)-(2.5) hold and g € L?*(D). Then the reaction-
diffusion system (2.1) in any space dimension N > 1 has a global attractor <7 in
L?(D), and
(i) the attractor <7 is a compact subset of LP(D) but attracts bounded subsets of
L?(D) in the topology of any LY (D) for v > 2;
(i) for any zo € o the translation o —zy of & is a compact subset of any L7 (D),
v =2
(iii) if g = 0, then the global attractor <f is a compact subset of any LY (D), v = 2;
(iv) if, moreover, condition (3.27) holds, then the attractor &7 as well as its trans-
lation o/ — 2 is a compact set in H}(D).

Proof. Theorem 3.4 shows that the semigroup generated by (2.1) is (L?, L7)-con-
tinuous for any v > 2, and by Lemma 2.1 the attractor is bounded in LP with
g € L? and is bounded in any LY when g = 0. In addition, with (3.27), by Theorem
3.6 the system is (L2, H})-continuous and the attractor &7 is bounded in H{ by
Lemma 4.1. Hence, the theorem follows from Proposition 4.2. O

4.2. Finite fractal dimensions. As already noted in Remark 3.5, Theorem 3.4
indicates a smoothing property of the semigroup of (2.1), which is known useful
in estimating the upper bounds of the dimensions of a global attractor as well as
in constructing an exponential attractor and further estimating its attracting rate,
see, e.g., [8, 12, 4], etc. In the following we study the fractal dimension of the
global attractor &/ and its translation &/ — zy as an example to make use of the
new smoothing properties.

Recall that the fractal dimension [15] of a compact subset A of a Banach space
X is defined by

log N.(A; X
dimp(A; X) = limsup log Ne(4; X)
e—0t - 1Og€
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where N.(A; X) denotes the minimal number of e-balls in X necessary to cover A.

For subsets of X that are not included in Y it mathematically makes no sense
to talk about the covers by balls in Y, but it is possible to study the e-nets under
the metric of Y.

Definition 4.4. Let A be a nonempty subset of X and € > 0. An e-net of A under
the metric of Y, called shortly an £|y-net, is a subset E of A satisfying that for any
a € A there exists an ag € E such that |a — agl|y < €.

Note that not all the subsets of X have e|y-nets. If A C Y, then an ¢|y-net E
corresponds to a cover by e-balls in Y centered at every element of F.

Lemma 4.5. Let A be a nonempty subset of X and x € A. Suppose that M
is a mapping from X to X (not necessarily taking values in Y ) which is (X,Y)-
smoothing

[M(z1) = M(22)|ly < Ll — 22|k,  Vai,22 € X, [lz1 — 22| < 1, (4.3)

for some constants L > 0 and § > 0. Then

(i) A has an e|x-net E iff A—x has an ¢|x-net E — x;
(ii) if for any 1,22 € A we have 1 — 22 € Y, then A has ane|ly-net E iff A—x
has an €|y -net E — x;
(iii) for any e € (0,1], A has an ¢|x-net E implies that M(A) has an Le®|y-net

Proof. (i) and (ii) are straightforward by definition, and we prove (iii). Since ¢ €
(0,1] and A has an ¢|x-net E, for any M(a) € M(A) there exists an ag € F such
that ||ja — ap|lx <& < 1, so by (4.3)
IM(a) = M(ao)lly < Llla — aol% < Le’,

i.e., M(E) is indeed an Le®|y-net of M(A). O

For a nonempty set E we denote by #E the cardinality of E, where #E = oo
is allowed. For a subset A of X that has finite e|y-nets, by Ny (A) we denote
the e|y-net of A that has minimal cardinality, i.e., if E is another ¢|y-net, then

#N.y(A) < #E. Then applying Lemma 4.5 to the reaction-diffusion equation (2.1)
we obtain

Theorem 4.6. Suppose that conditions (2.2)-(2.5) hold, g € L?*(D), and that < is
the finite dimensional global attractor of (2.1) in L?(D). Then

(i) & is a finite dimensional compact subset of LP(D) with
dimp(o/; LP(D)) < gdimF(Q/;LQ(D));

(ii) for any zo € & and v > 2, the translation &/ — zo of the altractor is a finite
dimensional compact subset of LY (D) with

dimp(of — 20; L7 (D)) < %dimp(%; L*(D));

(iii) if, moreover, condition (3.27) holds, then the global attractor o/ is a finite
dimensional compact subset of H} (D) with

dimp(e/; HY(D)) < (p — 1)dimp(/; L*(D)).
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Proof. We prove (ii), and (i) and (iii) are concluded analogously by Theorem 3.4
and Theorem 3.6, respectively. By Theorem 3.4 and Remark 3.5, for some constant
c>0

1S(1,u0,1) = S(L,uo2)lly < clluo —uoall>,  Vuos — o < 1.

Hence, by Lemma 4.5 with M = S(1,-) and X = L2, Y = L7, § = 2, we have

~
log #"N. y (o — 2)

dimp (o — z0;Y) = lim sup (since & — 29 CY)

e —loge
log #N. vy (o
= lim sup log "Ney () (by Lemma 4.5 (ii))
e—0+ - IOg £
log "N s v (S(1, 7))
e 1. 2 i S 1 be - %
i sup g L (since S(1, /) )
. log #N: x ()
<l —————%  (by L 4.5
1Err_1>%1ip g Led (by Lemma 4.5 (iii))
1

= gdimp(;z%;X) (since & C X)

as desired. The proof is complete. O
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