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Taiyuan University of Technology
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ABSTRACT. In this paper, we construct a modular grad-div stabilization method
for the Navier-Stokes/Darcy model, which is based on the first order Back-
ward Euler scheme. This method does not enlarge the accuracy of numerical
solution, but also can improve mass conservation and relax the influence of
parameters. Herein, we give stability analysis and error estimations. Finally,
by some numerical experiment, the scheme our proposed is shown to be valid.

1. Introduction. Numerical methods of Navier-Stokes/Darcy have attracted a lot
of attention. So far, a great deal of numerical methods are proposed to solve this
model by virtue of different ways, such as finite element methods[12], discontinuous
Galerkin finite element methods[5], two-grid methods|[1, 15, 16], modified two-grid
methods[6], partitioned time stepping method|[7], characteristic stabilized finite el-
ement methods|8], mortar finite element methods [2], grad-div stabilized projection
finite element method[14], modular grad-div method[11] and so on. The grad-div
stabilized method is first introduced in [4], which can penalize mass conservation
and improve the solution quality efficiently. Recently, the effectiveness of the grad-
div stabilized method has been proved in finite element simulation of Stokes and
Navier-Stokes equation[10]. However, this method leads to a singular matrix stem-
ming from grad-div term, and the larger stabilized parameter will cause solver
breakdown. As a alternative method for grad-div stabilization, the modular grad-
div stabilization method is introduced in [3]. The modular grad-div stabilization
method for the Stokes/Darcy model is proposed in [13]. The modular grad-div
stabilization method is not only easy to implement, but also avoids the influence of
large parameters on the solution as well as preserving the advantages of the grad-div
stabilization method.

In this paper, we extended the modular grad-div stabilization methods from
Stokes/Darcy model to Navier-Stokes/Darcy model. Compare to Navier-Stokes
model, the convection term causes some difficulties in theoretical analysis and nu-
merical simulation. To deal with convection term, the assumption u-ny > 0 is
used[6, 9]. Our proposed method not only relax the influence of parameters but
also improves the mass conservation.
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The rest of this paper is organized as follows: In section 2, some notations and
the time-dependent Navier-Stokes/Darcy model are introduced; In section 3, we
give the modular grad-div stabilization method, and stability analysis is provided
; In section 4, under some regularity assumptions imposed on the true solution,
error estimates are also given; In section 5, Some numerical experiments are given
to verify the theoretical result, we compared with the standard scheme, standard
grad-div scheme and modular grad-div scheme in the numerical experiment; Finally
some conclusions are obtained in section 6.

2. Functional setting of the time-dependent Navier-Stokes/Darcy model.
The model we considered is confined in a bounded domain € R¥(d = 2 or 3),
which is decomposed into a fluid flow region {2y and porous media flow region €2,
see figure 1. Here, Q; NQ, =2, Q;UQ, = Qand QyNQ, =T, Ty = 00 NN,
'y = 09, N oK. In the sake of simplicity, we assume that 9€1y and 0f2, are smooth
enough throughout this paper.

0Q,
an Q, fluid flow an
r
Q %
I,
an Qp porous media flow an

oQ
P

FiGURE 1. The global domain €.

The time-dependent Navier-Stokes equation govern the fluid flow in €1; is ex-
pressed as

%—VAu—l—(u-V)u—i—Vp:ﬁ(m,t) in Qf x (0,7),
V-u=0 in Q¢ x (0,7, (1)
u(z,0) = u’(z) in Q.

here u = u(z, t) is the fluid velocity filed, p = p(x,t) is the pressure, function f; is
the external force, and coefficient v > 0 is the kinetic viscosity.
The Darcy equation govern the porous media flow in (2, is expressed as :

9¢

SOE‘FV'up:fQ(’JI,t) in Qp X (O,T),
u, = —KV¢ in Q, x (0,T), 2)
o(x,0) = (bo(ac) in Q.

here the first equation is the saturated flow model and the second equation is the
Darcy’s law. Sy is the specific mass storativity coefficient, u, = u,(z,t) the velocity,
¢ = ¢(z,t) the hydraulic head, K is the hydraulic conductivity tensor. We assume
that K is a positive symmetric tensor and the function fs is a source term.
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We know that

=242
Pg

is the piezometric head, where p, denotes the dynamic pressure, p is the height
from a reference level.

Substituting the second formula of (2) into the first formula of (2), the following
Darcy equation can be obtained:

0¢ .
Soa — V- (KV9¢) = fa(z,t) in Q, x (0,7). (3)

The interface conditions of the conservation of mass, balance of forces, and the

Beavers-Joseph-Saffman condition are imposed on the interface I' by:

u-ny+u,-n,=0 on T x (0,7T) (4)
0
p—l/nfa—::f =g¢ on ' x (0,7), (5)
Ju Qn/gv .
—VTi— = ——u-T,i=1,--,d—1 on T'x (0,7), (6)

anf o VT K’Ti
where, ny and n,, are the unit outward normal vectors on 9y and 0€,,, respectively,
and 7;,71=1,---,d— 1, are the orthonormal tangential unit vectors on the interface
T', g is the gravitational acceleration, « is a positive parameter depending on the
properties of the porous medium and must be determined experimentally.
For simplicity of analysis, we impose the following boundary conditions on I'f,I',,:
u=20 on I'y x (0,7

$p=0 onT, x (0,T) @

In this paper, we assume that:
u-ny >0 on T. (8)

The assumption is not hold for general case of Navier-Stokes/Darcy Model. But
for the gentle river, the water infiltration satisfies the assumption u-ny > 0 on the
interface. It is a special case of Navier-Stokes/Darcy Model.

Next, Hillbert spaces will be introduced:

Hf:{VE (Hl(Qf))d:V:OOH Ff},
Hy={¢p € H'(Q,): v =0o0nT,},

Q = L*(Qy).
where (-,-)p denotes the L? inner produce in the domain D, with corresponding
norm ||-||p. In the rest of this paper, we neglect the subscript. The spaces H; and

H,, are equipped with the following norms:
l[ulla, = [|VullL2q;) =1/ (Vu,Vu)q, Yu € Hy,

l|ollm, =1IVollL2a,) =/ (Vé, Vd)a, Vo € Hy.
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Some discrete norms are defined as,

|\w||2L2(0,T;Hs(Qf,p)) = At Z ||wn||12r{s(nf’p)v
n=0

||| Lo (0,11 (2,)) = 0£r1a<XN||w e (02.,)-

Due to V- u = 0, we define a trilinear form ay.(-;-,-) as follows
1
V)v,w)s+5(V-u,v-w)y
? )
1
2

afe(w;v,w) = ((u-
1 ((u-V)w, v)f+2<v-w,u-nf)p,

= 5w V)v,w)s -

under the condition (8), we have
arc(u;v,v) > 0. (10)
Then, we have the following estimates for ay .:

af.c(u, v, w) < G| |[Vul[[[Vv|[[[Vw]],
af.e(u,v,w) < ol [ul[[[v[[2|[Vw]|.

(11)

In addition, we recall the Poincaré inequality and trace inequality. There exist
positive constants c, and ¢, which only depend on the domain {2y and exist ¢, and
¢; which only depend on the domain §2,.

1 1
[IVllzz < cplvIly Vllz2y < eVl E2 0 VI q, )

1 1
[PllLz < &pllllp 1llz2 ey < Gll¥llF2q,) 1%l 7o,
|V -u|| < Vd||Vul|, d=2,0r3.

Thus, the weak formulation of the time-dependent Naiver-Stokes/Darcy model
isto find u:[0,7] - Hy,p: [0,T] = Q, ¢ : [0,T] — Hp, such that

(u,v)f +as(u,v) +b(v,p) + ar(v,¢) + ayrc(u;u,v) = (f1,v)y Vv e Hy,

b(u,q) = 0 VgeQ, (12)
9S0(be,V)p + ap(p, ) — ar(u,v) = g(f2,¥), Vi € Hy.
Where
d—1 g

suy) = v(Pw. W)+ 3 [y Tt ni s

ap(60) = 9KV, Vi),

ar(v,6) = / ov - nyds,

aremuy) = ((u-V)uv),
b(v,p) —(p7 V.v)y.
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Bilinear forms ay and a, are continuous and coercive:

af(u,v) < Csllul[a,|[v]m,,

ay(u,u) > vl

(13)
ap(¢7"/’) < g)‘maw‘|¢||Hp||¢||Hp’
ap(6,0) > gAminl6l|F,
The interface coupling term ar satisfies the following estimates:
lar (u, ¢)| < Ca[[Vul[[[V]],
lar(u, )| < Csg*h ™ [ull} +[|Vel|7, (14)

lar (0, 9)| < Cog?h™|9l[> + || Vul[}
Lemma 2.1. We assume that
f1 € L2(0,T; L*(Q)%), fo € L*(0,T; L*(Q,)%), K € L™(Q,)%*4,

and K is uniformly bounded and positive definite in Q,, there exist two constants
kmin >0, kpae > 0 such that

0 < kminlz)? <Kz -2 < Epasl|z)? Ve Q.
Furthermore, u € L*(Q,)% ¢o € L?(y), therefore any solution (u,p,¢) €
(L?(O,T; Hy)N Hl(o,T;L2(Qf)d)) x L2(0,T;Q) x L2(0,T; Hy,) of (1)-(7) is also
the solution to the equation (12). The converse of the statement is also true.

Lemma 2.2. (Discrete Gronwall Lemma). Let At, H, ay,, by, ¢y, d,, be nonnegative
mumbers for n > 0 such that for N > 1. If
N N—-1 N
aN—l—Athn < At Z dnan+Athn+H
n=0 n=0 n=0
then for all At >0,
N-1 N

N
an + Atz by, < exp(At Z dn)(AtZ cn + H).
n=0

n=0 n=0

3. The modular grad-div stabilization algorithms. We construct 7, is a qua-
siuniform triangulation of the domain Q¢ J2,, depending on a positive parameter
h > 0, which is made up of triangles if d = 2 or tetrahedra if d = 3. Then we define
the finite element subspace of H¢, Q, Hy, as Hysp, Qp, Hp,. We assume that the
space pairs (Hyp, Qp) satisfies the discrete LBB condition: there exists a positive
constant 3 independent of h, such that Vg, € Qn, Ivi, € Hyp, vin #0

V.
inf  sup @V Vin)y

> (15)
an€Qnv,et |anllQlVenllm;

Next, we divide time interval [0, T] into: 0 =ty < ¢ < -+ < ty = T with
At = t; — t;_1. This leads to t,, = mAt and T = NAt as a uniform distribution
of discrete time levels. Let (uZ“, pZ“, Z“) denote the discrete approximation of
(up(tnt1)s Pr(tnt1), dn(tn+1)). The modular grad-div scheme our proposed can be

written as:
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Algorithm 1 (The modular grad-div scheme).
For Vv;, € Hfh, qn € Qp, and ¥y, € th.

Stepl. Given uy € Hyp, pp € Qp, and ¢ € Hpy,, find u”“,pz”'l, Z'H satisfying:

ﬁZH - uZ antt, ntl n
( At )+af( h)"_b(vhaph )+aF(th¢h)
+age(up;aptt v = (1 va) (16)
b(fl ,qh) =0
n+1 — ¢" n+1 n n+1
980 (L—72 A7 JUn) Fap(n " Un) —ar(up, vn) = (f3", n)

Step2. Given u} ntl ¢ Hyy, find uh+ € Hy), satisfying:
(Pt vi) + (B+ ANV - u T Vevy) = (@) vy) + B(V - ul, Vevy)  (17)

Lemma 3.1. For Algorithm 1, we can obtain the following result,

[l ] = Ty 2+ [y — ]+ 29 ALV P
+BUIV -y P = IV ]+ [V (= up)]?).
Proof. Refer to Lemma 6 of [3] for proof details. O

Theorem 3.2. (Unconditional Stability) For any N > 1, the solution of the Al-
gorithm 1, satisfy

Huh||2JrﬁIIVuéVIIQ+980||¢>hH2+ZIIA”+1 w2+ e — g

N-—-1
+BIIV - (wp Tt —up)|P + gsollop T = oRI1P) + > 29AL|V a2
n=0
N—-1 N—-1
+ S vAUVETR + 3 AmingAl Ve
n=0 n=0
N-1 202 2
n+1 n+1
< O Y (IR P 4 2P + IR + 819 - ol + gsol6f]1%),
n—0 min

2
Where the constant C' = exp(At Z max h2fag ) 2%/9 ).

Proof. Taking v;, = 2Auz+1, qn = QAp"+1 and 9, = QAQS"H (16), using the
property (10), and we can obtain ay.(up, @y ", a}"') > 0. Then seeing [13] Theo-
rem 3.1 for a detail proof. O

4. Error analysis. In this section, we will give some error estimates of our pro-
posed method. Denote u”,p™ and ¢ be the true solution at time t" = nAt.
Assuming that the true solution have the following regularities,

ue L0, T Hp 0 H* (Qp)),up € L=(0,T; H* (Q4)), wee € L2(0, T3 L (24)7).
p € L*(0,T;Q N H"(Qy)).

¢ € L=(0,T; H, N H*"(Q,)), ¢ € L0, T; H*(Q,)), ¢ € L*(0,T; L*(£2,))
(18)
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Then define a projection operator [12]:
Py : (u(t),p(t), (b(t)) S Hf X Q X Hp — (Phu(t),Php(t)7Ph¢(t)) S Hfh X Qp X th.

when some regularity conditions on (u(t),p(t), ¢(t)) are statisfied, (Pyu(t), Pnp(t),
Pro(t)) is an approximation of (u(t),p(t), ¢(t)), with the following properties:

| Pau(t) —u(t)|| < CR* M a()|| o ),

IV(Pau(t) —u(®))|l; < CR*|[u(®)]| e o),

[1Pup(t) = p(®)ll; < CR*HIp(t)]| gesr ), (19)
1Pag(t) — oDl < CRE |90 rs1 ()

IV (Prg(t) = 3(0)lp < CHM[ ()| r5+1 (2p)

Next, we define the following error equations

eq =u" —ujy = (u" — Pu”) — (u — Pyu”) =y — 0y,
ep=u" -0y = (" — Pyu") — (4f — Ppu”) = — 04 (20)
e, =p" —py =" — Pup") — (P — Pup™) = n, — 6}
eg = @" — o = (9" — Pug") — (¢, — Pro™) = ngg — 05
Lemma 4.1. For Algorithm 1, The following inequality holds
106712 = 1012 + 1057 — 00+ 1” + BV - 05112 = IV - 63 ?
1
+ IV (057 = ODIP) + ALV - 052 = BAH|V - 052
— dB(1+ 2A8)[|Viu,e |2L2(tn,tn+1;L2(Qf)) - dVAtHV??ﬁHHZ
Proof. For the detailed proof process, please refer to Lemma 10 in [3]. O

Theorem 4.2. Under the regularity assumption (18). Suppose S > 0, then there
exists a constant C > 0, such that

N-1
leX 112+ BIV - eXIP + [led 117+ Y (g™ — ex™ > + [leg™" — enl|”
n=0
N-1
+ g\lv (et — eI+ llep —enll?) + > yAL|V et
n=0
N-1 N—-1
+ Y VALV P+ > gAmin At Vel 2
n=0 n=0

< C(h* + At* + Ath?F)

Proof. The true solution satisfies the following relations:
un+1 _ un

At
= (i va) + (

b(u”“, qh) =0

Vi) Fap ("t vy) 4+ b(vi, ") 4+ ar(vi, 0" +agc(u” u T vy)
un+1 —u"®

n+1 n n+1
u —
At

n+1
— u, u,u

’Vh) - af,c‘(

(bn-i-l _ qsn
At

= (f51 ¢n) + gsol

n) + ap(d" T n) — ar (W )

n+1l _ ¢n
At

980(

?+17¢h)'
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Subtracting (16) from (21), we arrive that

et _en
(uTtu vi) +ag(eltt vi) + b(va, ZH) +ar(vp, ¢" T = oF)
+af,c(u”,u"+ , Vi) — afc(uh,u;l‘+ V)
n+l _ . in
= (g —w v g -t v
22
b<67}+17qh) =0 (22)
et —en
go( 2 n) + apl(ef ™ ) — ar (0" — i)
¢n+1 _ ¢n
= gSO(T — ot )

Setting v, = 2At93+1,qh = 2At9;}+1, and ¢ = 2At9$+1 in (22), the resulting
equations are added, this yields:

1667112 = 116511 + 11657112 — [10511> + 105+ — 631> + 195+ — 0511

+20tap (05, 057 Y) + 2A¢ta, (05, 0571

= 2 =, 64Y) + 2gso (7t -z, 61+

+ 20tap (i, 04 + 2Ata, (it 00T

+ 2Atas (0™, a0 — 2Atay (up, )t 00T (23)

+ 2Atar (021, " — o) — 2Atar (u" ! — uy, 9"“)
u"tl —u»
—x

n+1l _ n
~2tgso( o~ g g

— 2A( upth on ) 4 28t (w - ut unt gnt)

Next, we bound each term on the right hand side of (23), by virtue of Cauchy-
Schwarz-Young inequality,

n+1 100;:27 2 ElAt

2(ny 77u70n+1) < ||77u>t||L2(t",t"+1;L2(Qf)) T vanJrlHQ

6930
min

20tap (™, 07 < 2CsA|[Vp || VO
1002At agAt

n n )‘nlmAt n
2gso(ny ™ — g, 057 < 216,172 (en en 150202, + 7HV6’ P

HV n+1H2 Hv9n+1||2

2Atap( o 05t < 29/\maz|\VﬁZ“HHV9"HH
692 /\mmAt

< Wmasll g2 g Pomin B gy
min
u"+1—un_ n+l gntly nt+l _ -n o ntl gntl
2A¢( A7 u! ", 0T ) — 2Atas (u u”,u"m, o)
CAt? €3At
< ——(leellZo n pnerz200,)) + 1IV0e G20 n1,02(0))) + Il
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n+l _ g n
2tgs0(" O~ o 05

A
69302c~2At2t At (24)
< /\7?H(;Stt'|2L2(t",t"+1;L2(Qp)) + %HVGHHHQ
main
For the interface terms, we treat them as follows:
2Atar (02T, " — o1h)
= 2Atar (027", ny) — 2Atar (027, 02) + 2Atap (021", ¢" T — ¢™) (25)
2Atap(u"t — ul 9"+1)
= 2Atar(n?, 9”“) — 2Atar (07, 051) 4+ 2Atap (u T —u”, 051)
So, we have the following estimates:
€ At
2Atar (021, n}) < 1003 Atey ||V + = o IvoR
2Atar (021, 05) < 2At(Ceg®h ™10 ° + ||9”+1|| )
10069 At 5At n
< 2oy 4 SV
2Atar (957, " — ¢”) S 204(Cog®h ™ [@" ! = o"|* + ||V %)
100692At2 EﬁAt n
< TH@HH a2,y T | VO 2
" (26)

IVl 2 + MHW”“\F

2Atar (ny, 9”“) 604 At
gA

min

2Atar (07, 0,7") < 2A(Csg®h |03 + [1VO, %)
6CsgAt Gmin AL, _
< 22— |lon* + 7||V9 P

- h)\mzn

2Atar (" — ", 051) < 20, AV (" —u) ||| VoL
6C2 At2 GAmin At

< 4 7||v9n+1||2

S IV el[F2 (e pnr,22(0,)) +
mn

For the trilinear form,we have
2Atay (0", u" T, 00T — 2Atay (uf, ap T, 00T
= 2Atay (ni; w00 — 2Atay (00w T 0R T (27)
+ 2Atay (0} el ol 9"“) + 2Atay (uj — uZ“,n”"‘1 9"“)

then

2Atayc (g u" 05T < 201 AH| Vi [[[Vu [ VOE ]
[Vl P Va2 [[Vog I
2 )

At
Il 4 S o 2

< 201 At(
10(]12At
Er

20tz (03" 05 < 202At|\93||||u““\|2||ve2“||
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10C3AL, n 58At N
< ﬁllu NG + = VOR T2

2A0tag (0 gt 05T <2ClAtHVﬁZ+1IIIIV773+1IIIIW”“II
< IOC%At EgAt
- €

IV PV + = Vg2

~n n an n ( 8)
2Atag (uy — oyttt 0pT) < 201AtIIV(uh ROV HHIIIvVeR )

10C2 At an , EmAt n

< 511 IV (upy = a2 Va2 + —— Vot |
20C2 At n n 510At n

< 51 (IVap|]? + [[Vap ) Va2 + ——||vegt|)?

Combining Lemma 4.1 with the properties (13), we obtain

16512 = 1165117 + 11651 = 1031* + BIIV - 6572 — BIIV - 6512
U = 031+ 05— 0P + 10— 03I+ D11 (0 — o)
+ ALV - 002+ 21/AL‘HV973+1||2 + 29X min At][ VOS2

< 20my ™ =, 05T 290 (T — 0,057+ 208ay (L 03T

+ 2Ata, (T, 05 ) 4 20t ag (a0 — 2Atay (02 0" 05T
+ 2Atay, C(A"Jrl ntl 9"‘“) + 2Atay (uj — ﬁZ“,nu“ 0"“)

(29)
+ 2Atar (021 n}) — 2Atar (051, 60%) + 2Atap (02, "1 — ¢™)
— 2Atar(n,;, HZH) + 2Atar (0y;, 92"’1) — 2Atap(u" ™t —u”, 9;”‘1)
un+1 —u®
— 2N - uf ot 4 2Atas (0T — u w90t
— 2Atgs (M — T 0T £ BAL|V - 072
gso Al t Vg u
+ dB(L+ 2A88)| [Vt |12 (4n gns1, 12000, + YA Vg T2
Inserting the above results into (29) and let e = eg = -+ -+ =190 = V, We can

get the following estimates:
165112 = 116811 + BIIV - 05112 = BIIV - 63117 + |65 117 — 1165112
n n n n n n ﬁ n n
H110" = Gl + 11057 — 051 + 1log™ = 0311 + SV - (05 = o)1

+ YAV - 03P 4+ vAHIVOTT P + gAmin At VO 2
2

10C2 At
< 71)||77Ll,t||i2(tn)tn+1;L2(Qf)) + (73 + d’YAt)anﬁ-HHQ
6gS0 )\7 :
+ )\mln ||T]¢ t||L2 tn tnt1;12(Q,)) + %HV +1||2
6CIAL _ 10C2At
+ I o P = e 2
6CsgAt | 10C3AL 1y o ) L 10CPAL
A W ([ )65 + A8V - 031> + = =16
10C7 At 2002 At

(g 4+ SRRV [ Vag )]Vt
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10C2At CAt?

—— Va2 +

|‘utt||%2(t”7t"+1;L2(Qf))

CAt2 6C7 At
\Y —
+(— ~ L. Ve [Z2¢m gns1,0200,)) (30)
6gSgcht2 9 10Csg% At?
+ Af||¢tt||L2(t",t"+1;L2(QP)) + TH¢tHL2(tn,tn+l;L2(Qp))
mn
+d5(1+2At)| it 2 (a1 L2 (Q5))
Denote C* = exp(At Z max(hﬁﬁji 1OC§H 12,2, B, 100"9 )). Sum (30) from

=0ton =N -1, together with Theorem 3.2 and Lemma 2.2, we get the
following inequality:

N-1
16117 + BIV - 0117 + 116317 + Y (6™ — 0211 + 193+ — 6™ ?
n=0
N-1
+ éllv O — 0311 11057 = 0517 + AL Y [V -0t
2 a u ¢ o) Y u
n=0
N-1 N-1
+ VALY (VO 4 gAmin AL > ||VO5 TP
n=0 n=0
10c2 10C2 6C?
* 2 3 M4 2
<0 o2 T+ preh )IIVnuH (31)
695002 6X2 g 10C?
h\ p||77¢t||L2(OTL2(Qf))+( )\mm + 4)HV all?
CAt? CAt? 602At2
+ et [Z2 0,702 (0,)) + ( + ; )Vl |22 071200,
69522 At? 10Csg2 At
+ )\7?||¢tt||2L2(O,T;L2(Qp)) + T||¢t||L2(O,T;L2(Qp))

+dB(L+ 2A)[ |V el[72(0,1:2(0p)) T 10017 + BIIV - 03117 + [105]1%]

Finally, we have

N-1
e 117+ BIV - eN 1P+ 11el 117+ > (lleg™ — ent!? + [leg™ — enll?
n=0
N-1
HV (g™ —eMIlP +llep™ — eRl®) + > yAL|V - ent|?
ford (32)
N-1 N-1
+ D VAV P+ D gAmimAtl[VeR
n=0 n=0
< C(h* + At?* + Ath?)
where C' > 0 is a constant. O

Remark 1. Here we can propose a second-order backward differentiation for-
mula(BDF2) methods for Stokes/Darcy model and Navier-Stokes/Darcy model,
respectively. We will analyze it in the future.
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Algorithm 2 (The BDF2 modular grad-div scheme for Stokes/Darcy model).
For Vv;, € Hfh, qn € Qp, and ¥y, € th.

Stepl. Given uZ_l, up € Hyp, pp € Qp, and ¢~ ,th € Hpp, find u”“,p;;“, Z'H
satisfying:

BA”H 4u? +u !

(T ) g (@ Vi) b )

+aF(Vh72¢h n 1) ( erlvvh)a

b(An+1> qh) 07 (33)

3¢t —dgp + o nt1 n_ 1
950( SAL n) +ap(op™ hn) — ar(2uy —up ™, Yp)
= (/37 ¢n).
Step2. Given u”Jr1 € Hyy, find uZH € Hy), satisfying:
(3u2+1 gat! )4 BV - 3uptt — 4up 4 up ! Vv

2At ’ 2At ’ (34)

+y(V-uptt v evy) = 0.

Algorithm 3 (The BDF2 modular grad-div scheme for Navier-Stokes/Darcy
model).
For VYv;, € Hfh, qn € Qn, and 9y, € th.

Stepl. Given u} ™', up € Hyp, p} € Qn, and ¢}~ ', @7 € Hpp, find G}, pptt, op
satisfying:

An+1 n—1
3a —4u} +uy

(T wa) g (8 vi) + v g )
+afc(2uZ Z L ﬁZ+1,vh)a1~(vh,2¢"—¢"71) = ( T’+1,Vh)
b(apt,qn) =0 (35)
3¢n+1 — 4¢Z + ¢2_1 n+1 n n—1
gso( SAL yn) +ap(p ™ Yn) — ar(2u™ —u"" 4y
= (f3 vn)
Step2. Given u} ntl ¢ Hyy, find uh le Hy), satisfying:
3uptt — 3apt! 3uptt — 4up 4 up !

YV -uptt Vevy) =0

5. The numerical results. In this section, We will compare two grad-div schemes
with standard scheme respectively to justify the results of the theoretical analysis.
We implement numerical experiments using software Freefem++.

The domain © be decomposed into 2y = (0,1) x (1,2) and ©, = (0,1) x (0,1)
with the interface I' = (0,1) x {1}. The exact solution is taken as follows:

(ul,u2) = ([z2(y —1)2 4 ylcos(t), [_g (y — 1)3cos(t) + [2 — wsin(wx)]cos(t)),
p = [2 — wsin(7x)]sin(0.57y)cos(t),
¢ = [2 — wsin(wz)|[1 — y — cos(my)]|cos(t).
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Here, the parameters n, p, g,v, K, Sy and « are set to 1. The initial conditions,
boundary conditions, and the forcing terms follows the exact solution, and we set
h = At in experiments. The famous Taylor-Hood element(P2-P1) for the Navier-
Stokes problem and the piecewise quadratic polynomials(P2) for the Darcy flow are
used, respectively. The numerical results are presented in Table 1-Table 4.

Table 1 ,Table 2 and Table 3 shows the error and convergence order of velocity
u, pressure p and hydraulic head ¢ by using the standard scheme, standard grad-
div scheme and modular grad-div scheme, respectively. where v = 1 and 5 = 0.2
for standard grad-div scheme and modular grad-div scheme. By observation and
comparison, it can be found that the divergence velocity errors of the standard grad-
div and modular grad-div scheme are smaller than that of the standard scheme, and
the modular grad-div scheme is more accurate. Moreover both numerical results is
consist with the theoretical analysis.

Next, we set up a numerical experiment by using the different parameter K to
show the superiority of modular grad-div scheme. Let’s fix At = h = 4—10. Ta-
ble 4 shows the ||V - ey||s for the standard scheme without stabilization, stan-
dard grad-div scheme and modular grad-div scheme with hydraulic conductity
K = 1,0.11,0.01L,0.001I. We observe that the divergence of velocity error for all
three schemes increase with the decrease of K. Yet their growth is relatively small,
in particular there’s almost no change in modular grad-div scheme. Such results
are also consistent with our theoretical analysis.

Table 1 Numerical results at time T=1 for the standard scheme.

i [leul|z2 urzrate [leulls uy, rate [V - eul|r2 divagarate
4 0.0158906 0.0352882 0.042823

8 0.00847782 0.906408  0.0161872 1.12433 0.00978438 2.12983
16 0.00436799 0.956724  0.00805077  1.00765 0.00230198 2.08761
32 0.00221516  0.979559  0.00404369  0.993454  0.000609902 1.91623
64 0.00111531 0.989966 0.00203112  0.993397  0.000131401 2.2146
7 llegl| L2 ¢rarate lles!lp ¢m,rate llepl| L2 prerate
4 0.0404764 0.0653031 0.500655

8 0.0182477 1.14937 0.0182649 1.83808 0.25716 0.961151
16 0.00927325 0.976568 0.00777467  1.23222 0.130569 0.977854
32 0.00468612 0.984681 0.00370671 1.06864 0.0658343 0.987901
64 0.00235584  0.992152 0.00183888  1.01131 0.0330473 0.994307

Table 2 Numerical results at time T=1 for the standard grad-div scheme .

7 [lew|] L2 ug:rate [leully ug, rate [IV - eul|L2 divugarate
4 0.015796 0.0349907 0.0332181

8 0.00847477 0.898313  0.0161629 1.11429 0.00795638 2.06179
16 0.00436788  0.956241  0.00804856 1.00588 0.00192546 2.04691
32 0.00221515 0.979529 0.00404351 0.993123  0.000551883 1.80277
64 0.00111531  0.98996  0.0020311  0.993347  0.000112974 2.28837
T lealls  porate Tleoll,  bmrate  llepllee prarate
4 0.040389 0.0652755 0.512196

8 0.018239 1.14694 0.0182613 1.83775 0.257443 0.992443
16 0.00927265 0.975973  0.00777441 1.23198 0.130582 0.979297
32 0.00468607  0.984603  0.00370669 1.0686 0.0658357 0.988014
64 0.00235583 0.992143 0.00183888 1.0113 0.0330474 0.994333
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Table 3 Numerical results at time T=1 for the modular grad-div scheme .

1 [lew|] L2 uyzrate [leulls ug,rate [V - eul|r2 divayzrate
4 0.0161227 0.0422295 0.00546336

8 0.00849478 0.924445  0.0186987  1.17531 0.00133666 2.03116
16 0.00436888 0.959313 0.00849608  1.13807  0.000250008 2.41859
32 0.00221526 0.979787  0.0042394 1.00294 7.36766e-005 1.7627
64 0.00111531 0.990031  0.00204415 1.05236 6.93936e-006 3.40833
i llesl] L2 or2rate lleollp ¢u, rate llep!| L2 prerate
4 0.0403803 0.0652523 0.500113

8 0.0182335 1.14706 0.0182584 1.83747 0.257152 0.959633
16 0.00927249 0.975563  0.00777436  1.23176 0.13057 0.977798
32 0.00468608 0.984575  0.0037067  1.06859 0.0658345 0.987908

64 0.00235583 0.992146 0.00183888  1.01131 0.0330473 0.994311

Table 4 The ||V - ey||s for the standard without grad-div scheme, standard
scheme and grad-div scheme with vaying hydraulic conductivity tensor K.

K Non-stabilized Standard grad-div modular grad-div
I 0.0169173 0.0108085 0.077557

le — 11 0.0202974 0.0130437 0.0775562

le — 21 0.0464625 0.0301879 0.077554

le — 31 0.124238 0.0824988 0.0775521

6. Conclusion. In this paper, we extend the grad-div stabilized method from
Stokes/Darcy model to Navier-Stokes/Darcy model. Stability and error estimates
are provided. Numerical experiments confirm the theoretical analysis, and show
that the modular grad-div scheme is more efficient than that of the standard grad-
div scheme.
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