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ABSTRACT. This paper proposes a near-field shape neural network (NSNN) to
determine the shape of a sound-soft cavity based on a single source and sev-
eral measurements placed on a curve inside the cavity. The NSNN employs
the near-field measurements as input, and the output is the shape parameters
of the cavity. The self-attention mechanism is employed to obtain the feature
information of the near-field data, as well as the correlations among them. The
weights and biases of the NSNN are updated through the gradient descent al-
gorithm, which minimizes the error of the reconstructed shape of the cavity.
We prove that the loss function sequence related to the weights is a mono-
tonically bounded non-negative sequence, which indicates the convergence of
the NSNN. Numerical experiments show that the shape of the cavity can be
effectively reconstructed with the NSNN.

1. Introduction. The exterior scattering problem is a typical inverse scattering
problem, where scattering objects are illuminated by incident waves from the ex-
terior of the objects, and the measurements are also taken outside [8]. Examples
of this problem appear in a wide range of applications, such as geophysical explo-
rations, sonar and radar techniques, etc. However, in some practical applications,
it is necessary to use non-destructive testing to detect the structural integrity of the
cavity. In some industrial applications, the transmitters and receivers are placed
in the cavity, structural integrity of which is then tested through source (incident
waves) and measurements (scattering waves) [12]. In this case, the inverse scattering
problem is called interior inverse scattering problem. In this paper, we investigate
the approach to recover the shape of the cavity by using the near-field data. This
study is based on the Dirichlet boundary condition and the near-field data produced
by the cavity and the single point source.

In recent years, the interior inverse scattering problems of cavity have attracted
widespread attention, and some classical numerical methods have been proposed
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to the solution. In [22], Qin and Cakoni employed a Newton-type optimization
technique for an equivalent nonlinear integral equation to solve the inverse interior
scattering problem for an impenetrable cavity with the Dirichlet boundary condi-
tion. Qin and Colton [23] proved the uniqueness of the inverse scattering problem
of impenetrable cavity with the Dirichlet boundary condition. In their study, the
shape and position of the cavity were retrieved by the linear sampling method
(LSM). They further extended their method to reconstruct both the shape of the
cavity and the surface impedance of the cavity in literature [24]. Cakoni et al. [6]
established a LSM to determining the shape of a penetrable cavity, and proved the
uniqueness through an unusual non-selfadjoint eigenvalue problem. Hu et al. [11]
used the LSM to determine both the shape and boundary impedance of the partially
coated cavity. In addition to the LSM, Zeng et al. [32] employed the decomposi-
tion method to reconstruct the cavity and present some convergence results. Liu
[16] used the factorization method (FM) to solve inverse scattering problem of the
cavity. In [15], the near-field imaging method is developed to solving the inverse
problem of reconstructing the shape of an interior cavity. Sun et al. [28] applied
the reciprocity gap (RG) functional method and determine the shape of the cavity
from the Cauchy data on a curve inside the cavity, they also indicated the equiv-
alence of the RG functional method and the LSM with mere the scattered field.
Karageorghis et al. [13] employed the method of fundamental solutions (MFS) to
detect a sound-soft scatterer surrounding host acoustic homogeneous medium due
to a given point source inside it. Recently, Zhang et al. [33] proposed the idea
of using a reference ball and the superimposition of two point sources as incident
waves, and proved that the position, shape and boundary conditions of the cavity
can be uniquely determined from phaseless near-field data. More studies on the
inverse scattering problems of the cavities can also be found in [2, 10, 25].

The interior scattering problem is physically more complicated than the usual
exterior scattering problem in some aspects. In the former situation, all of the scat-
tered waves are “trapped”, i.e., the scattered waves are reflected to the boundary
as the incident waves repeatedly. As a result, the reconstruction effect is weaker
[23]. With the availability of large amount of data, it becomes applicable to utilize
machine learning algorithms in the solution of the inverse problem of cavity. In
recent years, machine learning methods have been widely employed in a variety
of inverse problems and achieved favorable results. Li and Liu et al. [14] gener-
ated the inferred geometric body with the input characteristic parameters from the
training dataset. In their study, the training dataset consists of some preprocessed
body shapes associated with appropriately sampled characteristic parameters. This
method applies the inverse scattering techniques in wave propagation theory to the
body generation. This is based on a delicate one-to-one correspondence between a
geometric body and the far-field pattern of a source scattering problem governed
by the Helmholtz system. Yin et al. [31] proposed a two-layer sequence-to-sequence
neural network, which can utilize phaseless far-field data to recover impenetrable
obstacles, and they gave convergence results about the network. Aggarwal et al.
[1] introduced a model-based image reconstruction framework with a convolution
neural network (CNN) based on regularization prior. Their study proposed a model
based deep learning (MoDL) framework, which combines the power of data-driven
learning algorithms with that of the physics derived model-based framework. The
MoDL framework provided a systematic approach to designing deep architectures
for inverse problems with the arbitrary structure. Sanghvi et al. [27] introduced a
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novel convolutional neural network structure, termed the contrast source network
(CSN), to solve electromagnetic inverse scattering problems. The CSN is built on
and extended the capability of existing physics-based inversion algorithms. Numer-
ical experiments showed the CSN is capable of recovering high permittivity objects,
which include homogeneous, heterogeneous and lossy scatterers. Proof of the con-
vergence of neural network algorithms in machine learning can be found in [29, 30].

Machine learning has some unique advantages, such as the capability of find-
ing potential rules and values from massive data, the power of quickly extracting
data features, the strong parallel distribution processing ability, the application to
approximating complex nonlinear relations, etc. This paper proposes a machine
learning algorithm for the interior inverse scattering problem of the impenetrable
cavity with the Dirichlet boundary condition. We consider the two-dimensional
case, and reconstruct the shape of the cavity from the data of a single source and
measurements located inside the cavity. Compared with the classic reconstruction
methods, the present method has two major advantages. First, this method can
still accurately reconstruct the shape of cavity when only small amount of measure-
ments are available. Accuracy can be further improved with more measurement
data. Second, in the limited-aperture case, this method has higher accuracy in
the cavity shape reconstructed based on local near-field data. Finally, we would
like to mention in passing that the study of inverse scattering problems with min-
imum/optimal measurement data has been a longstanding and intriguing topic in
the literature; see e.g. [3, 4, 5, 7, 17, 18, 19, 20, 21, 26] and the references cited
therein. Our study in this paper contributes to this topic for the interior scattering
problem.

The rest of this paper is organized as follows. Section 2 introduces the inverse
cavity scattering problem. In section 3, we establish the NSNN. The convergence of
the NSNN is proved in section 4. In section 5, we conducted numerical experiments
to illustrate the effectiveness of the NSNN. Finally, in section 6, we make conclusions
and discuss some future works.

2. The inverse scattering problem of the cavity. Consider an impenetrable
cavity D C R2, which is assumed to be a bounded simply connected domain with
C? boundary dD. Physically, we assume the medium inside D is homogeneous with
refractive index scaled to one. Let I' be a closed smooth curve inside the cavity (see
figure 1). Consider the interior scattering problem of the Helmholtz equation for
the cavity D, we find the scattered field u® € C%(D) N C(D) satisfying
Au® +k*u® =0, in D, (1)
u® = —u’, on 0D, (2)
where k = w/c¢ > 0 is the wave number, w > 0 denotes the frequency of a time
harmonic wave and ¢ > 0 is the sound speed. The incident field u* is a point source
of the form u’(z,2) = ®(x, 2) = % él)(k|w — z|), where ®(z, z) is the fundamental
solution to the Helmholtz equation, H(gl) is the Hankel function of the first kind of
order zero.
To ensure the uniqueness of the forward scattering problem 1-2, we have to
assume that k2 is not an interior eigenvalue of —A with respect to the bound-
ary condition 2. Then, the well-posedness of the forward scattering problems 1-2

under the Dirichlet boundary condition can be proved (cf. [8]). Therefore, the
forward scattering is to find the scattered field u® € eH*(D) such that u* solves the
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Helmholtz equation 1 and the total field v = u? + u® satisfies a boundary condition
of the form 2.

Let z be located at the closed smooth curve I' C D. The inverse problem we are
interested in is to determine the shape of D from the measurement of the scattered
field on the curve I' inside D due to a point source located at z € I'. Under
the restrictive assumptions on the size of the cavity, Qin and Cakoni [22] proved
that the shape of the cavity can be uniquely determined by one source and several
measurements.

FIGURE 1. A schematic of the problem geometry.

3. The inverse scattering network. In this section, we present the architecture
of the proposed neural network for the inverse problem. The inverse scattering
problem of the cavity uses the known near-field data u®(z,z) to determine the
shape of the cavity D. It is assumed that the observation curve I' C D is a circle,
ie, I' = {p € R%|p| = rp,7r > 0}. Next, we introduce two notations for our
subsequent use.

Assumption 3.1. Let D C R? be a bounded and simply connected domain with C>
boundary 0D. We assume that the boundary curve of the cavity D has the following
parameterized representation:

oD : f(t) = (fl(t)me(t))aO <t< 27‘-’
where f1(t) and fo(t) admit the following (truncated) Fourier representations:

I I
filt) =ao+ >  ajcos(i-t) + > b;isin(i- t),

i=1 i=1

I I (3)
fg(t) =co+ Z C; COS(i . f) + Z dz sin(i . f),

= i=1

i=1 i

where I € Nt. Let Y = (y1,92, -+ ,yr) denote the ordered set of the Fourier
coefficients ag,a;, b;, co,ciydiyi = 1,2,--+ I, where L =41+ 2, yy(I1 =1,2,--- ,L)
represents the [-th parameter in'Y .

Definition 3.2. The training data set M of the near-field shape neural network
(NSNN) is given by

M:{uf7)/i;Di€D};ll7 (4)
where m is the total amount of training data set M, D represents the set of the
training shapes, uf = (2%, 2%, .- ,2%) € CY means the near-field data of Dj,
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zi(n 1, 2,--+,N) represents the measurement of the n-th observation point in
ui, Y; = (yi,yd, -+ ,yt) € RE means the true shape parameters of D;, yi(l =
1,2,--- 7L) represents the value of [-th parameter in Y;.

It is remarked that 0D parametrized of the form 3 is rather general, which
includes the star-shaped domain as a special case. In fact, if D is star-shaped, it
can be parametrized as r(t)(cost,sint), t € (0,27), where r : [0,27] — R, is the
radial function. By a direct verification, one can show that the truncated Fourier
expansion of r(t)(cost, sint) is of the general form 3. Furthermore, we convert the
problem of using the u®(x, z) to determine the shape of the cavity D into the problem
of using the u®(x, z) to determine the shape parameters Y = (y1,y2,- - ,yr) of the
cavity D.

In the NSNN, u{ in the training data set M = {uf,Y;}7 is used as the input
of the near-field layer, Y; is used as the input of the shape layer. Next, we present
the main ingredients in constructing the NSNN, which consists of the near-field
layer and the shape layer, where the near-field layer is composed of a self-attention
sublayer and a feedforward neural network (FNN) sublayer, and the shape layer is
composed of a masked self-attention sublayer, a near-field shape attention sublayer
and a fully connected sublayer; see figure 2 for a schematic illustration of its working
state.

Fully connected
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FIGURE 2. NSNN structure.
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3.1. Self-attention sublayer. The self-attention sublayer learns the self-attention
values of z%, 2%, .-+ x% in the near-field data uf = (x%,z%,---,2%) of the each
input vector. Since the NSNN cannot handle complex numbers at this stage, let
zi,xh, .-+, x’; be transformed to the real number field and conducting dimensional
conversion. In order to explain the NSNN, we give two definitions as follow.

Definition 3.3. For af = /& +ipi o =& +iBd,--- 2, = +if4 (i = +/—1) in

ui = (24,28, -+ ,2%) € CV. Define a mapping F : CV — RO, s.t.
]:('rll) = 21 [Lla/gh Yo ] ERO
f(xé) = 2 [OOL2’B27 avo] GRO?

F(aly) :=1% = [O;--- ;0N _1; Ll B 05 - ;O] € RO.
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bin bz - big
.oy b21 b22 e b2n
Definition 3.4. Let A = [a1, a2, ,a,] € R", B = . . . €
bir biz o bpn
R™*™ define a splice operator &}_;.
EB?:l a; = A’
®iZy Bj_1bij = B.
First, input u® = (z1,22,---,zy) € CV into the self-attention sublayer, then

get the vector u® = (T1,Z9, --,Tn) € RP by mapping F. Second, this sub-
layer will randomly generate three different learnable parameter matrices, W% €
ROXO WE ¢ ROXO WV ¢ ROXO. Finally, the self-attention vectors of 7 is given
by

hi1 = softmax {% (’lefgL) (flwg)—r] . (nge‘Zz) ,hi1 € RO;
his = softmax [% (Elwe%) (@WSISL)T] ) (9?2We‘fl) ,hia € RO; (5)

~ ~ T~
Py = softmaz | J5 (#1WS) (GnWE) | - (FnWY) by € RO,
where O is the number of nodes of the self-attention mechanism, softmax is the
activation function [9], % is the scale factor. Similarly, the self-attention vectors
[(ha1, haz, - -+ s han), (Ra1, haz, -+ s han), -+ 5 (Ant, hive, - hvn)] of (T, T3,- -+,
Zn) can be obtained by the formula 5. According to the operation rules given in
Definition 3.4, the self-attention vectors are integrated to obtain the self-attention
matrix h.

h= @;-V:l @;V:l softmax L <§an) (ijWeI’fL)T . (EjWe‘:J h€ RNXN-O (6)

\/5 en

In order to extract more interactive information of the near-field data u® =

(21,22, -+ ,xnN), let I act on the learnable linear projection matrix Wy € RN-Ox0O,
the output Z of this sublayer can be obtained.
Z =Wy, Z € RV*O. (7)

3.2. Feedforward neural network (FNN) sublayer. Since the inverse problem
is a typical nonlinear problem, the feedforward neural network (FNN) is used to
provide the nonlinear transformation, so that the NSNN can better solve inverse
problems. The FNN sublayer is shown in figure 3.

The FNN sublayer carries out the information transmission via the formula 8,
for the input sequence Z, there is

Y = tanh (ZW; + by) Wy + by, ¥ € RNXO, (8)

where W; € RO%© and W, € RY%O are the weight matrix of the first layer and
the second layer respectively, b; and by are the bias of the first layer and the bias
of the second layer respectively. O is the number of nodes in the self-attention
mechanism, O is the number of neurons in the FNN sublayer, and tanh(-) is the
activation function [9].
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Input Hidde Hidde  Output

FIGURE 3. Feedforward neural network structure.

Next, the shape layer predicts the target sequence via regression. The input of
shape layer is the true shape parameters Y = (y1,y2, -+ ,yr) and the output Y of
the near-field layer. The output of the shape layer is the recovered shape parameters
of cavity Y = (¥1,Y2," -+ ,yL), and the shape layer includes the following three
sublayers.

3.3. Masked self-attention sublayer. In the masked self-attention sublayer, first

of all, we add a positive constant yo to Y = (y1,%2, - ,yr) € RY to get Y =
(Yo,v1,Y2, -+ ,yr) € REFL it is worth noting that the masked self-attention sub-
layer automatically mask the information of 441, ¥i42,- -+ ,yr when calculating the

self-attention of y;(I = 0,1,---,L). Secondly, Y € RL*! is obtained under the
action of F(Y'), and then three learnable parameters matrices W(?e e ROXO WK ¢
RO*O, WC}Q € RO*9 are randomly generated in this layer. Finally, the self-attention
matrix H of Y is obtained by the following formula.

1Y==@£ﬂsaﬁnmw{vz)(@vwﬁ)(mvuﬁ)T}-@ﬁwgg,zz(xn-,L,Hx;Ron.
(9)

3.4. Near-field shape attention sublayer. The input of this sublayer is H €
RL%O and the output Y € R¥*©O of the near-field layer. First, near-field shape
attention sublayer initializes three learnable weight matrices WeQd € ROXO WK ¢
RO*O, WY e RO*O_ Then the attention matrix H of H and Y is established by
self-attention mechanism. Finally, H is input to the fully connected sublayer.

1

H = softmax L@ (Hde) (ijg)T} -(YW,.) , 1 eRO. (10)

3.5. Fully connected sublayer. This sublayer performs affine transformation on
‘H, the reconstructed shape parameters Y of the cavity are obtained by the following
transformation.

Y = HW + B, (11)

where W € RO*L and B € RE are respectively the weight and bias in the fully
connected sublayer.

In the NSNN training process, the loss function is needed to judge the learning
situation of the NSNN. The loss function used in this paper is given by Definition
4.3.
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4. Convergence analysis of the NSNN. This section gives the convergence
analysis and proof of the NSNN. The following definitions and assumptions will be
used for our results.

Definition 4.1. Given an m x n matrix A = (a;;), vecA is defined as an mn

dimensional vector obtained by stacking the columns of the matrix A on top of one
. _ T

another. UeCA - (a117 asi, - ,m1,A12,A22,° ** ,Am2, " ,Alp, A2n, " ** 7amn)

Definition 4.2. We define the following activation function for any vector A =

(a17a27"' 7a’ﬂ)7 G(A) = (g(al),g(ag),--- ’g(an))Tv S(A) = (8(&1),8(0,2),---,
s(ay))". Define

G'(A) = (¢ (a1). g'(az),-~ . g (an)) ",
S'(A) = (s'(a1), 8'(az), -+, 8'(an)) ",
G/I(A) - (g//(al),g//(GQ), e 79//(0’71))—'—7

S"(A) = (s"(a1),5"(az), -~ , 8" (an)) "
To simplify the presentation, we write all the weights together as W = (WQ[W&,
WS W WEIWE WE WE WY WY WY WY, WO Wy, Wy, Wa, W), let w =
vecW'.

Definition 4.3. Let {Y;}7, be the true output of the NSNN and {Y;}™, be the
predicted output of the NSNN. The loss function is defined as

E(w)= > (Yi-Y,)? (12)
i=1
where m represents the total amount of training data sets, Y; represents true shape
parameters of cavity of the i-th group, and lA/z represents reconstructed shape pa-
rameters of cavity of the i-th group.
The gradient of the loss function 12 with respect to the weight w is given by

m ~ SN\ T
g—g =-> (Yi — Y;) (%Zj) . The gradient descent algorithm is used to update
i=1

the weights and bias in NSNN. Starting from an arbitrary initial value w°, the
sequence of weights {w'} are constructed iteratively by

wtl =w' + Aw,t =0,1,2,..., (13)
where OB (')
w
Aw = — 14
w=—a—p- (14)

and « > 0 is the learning rate. We next introduce two assumptions in our study.

Assumption 4.4. |g(r)],|g'(r)], 19" (r)| and |s(r)|,|s' (r)|,|s" (r)| are uniformly bou-
nded for r € R.

Assumption 4.5. |[w!|[(t =0,1,2,...) is bounded in the learning process 15.

Remark 1. Assumption 4.4 is valid for Sigmoid functions which are the most often
used activation functions. An assumption like 4.5 is often used in the literature(see
e.g.[29, 30]) for a nonlinear iteration procedure to guarantee the convergence.

Theorem 4.6. Suppose that the loss function is given by the formula 12. The weight
sequence {w'} is generated by the formula 13 for initial value w®. Assumptions /./
and 4.5 are valid. Then, we have:
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(1) E(w'™!) < B(w');
(2) There exists E* > 0 such that , lir+n E(w') = E*.
— 400

Theorem 4.6 shows that the established NSNN is convergent. To prove Theorem
4.6, we first derive four auxiliary lemmas. In this proof, we use C for a generic
positive constant which may be different in different places, and assume that all
biases b = 0 in the NSNN.

Lemma 4.7. In the near-field shape attention sublayer has
1 T
H=s| S HWD W) |- (W), (15)
where O < C'is a positive constant, let We%, WE WY, be Wo, Wi, Wy and AH(w')
= H(w'h) — H(w?), if H and Y are bounded, then AH(w?) < C||Awt||.
Proof. We only consider the case for W (The proof of the Wy, Wy case is similar).

The gradient of the loss function 12 relative to the weight w? in the near-field shape
attention sublayer is given by

OE  OFEdY OH M -~ OH
bw = oy orowg — 2= (V) W (16)
where 0% ) .
IV € . - T
i = |7 (W) OWi) | own) srowaT.an
Let 1
V(w') = 70 (HW§) W) ', (18)
then
AV (w') = V(w”l) — V(w), (19)

applying the Taylor expansion in the formula 19 yields
AV (wh) = V(w') + V' (wh)Aw® + V" (8)(Aw')? — V(w')
=V'(w")Aw' + V" (5)(Aw")?
1
= —HQYWg) Auv
< ClAw'],

(20)

and each component of § lies in between the two corresponding components of w!
and witl.
If H and Y are bounded, noting the formulas 17, 18 and 20, we have

AH(w') = ’H(th) — H(w")

[V(w")YWy — s[V (w")] YWy

[V ()] YWy + [V (W) [YWy AV (w') + 8" [r(w") YWy (AV (w'))?
[V (") YWy

= §'[V(w)] YWy AV (w') + 8" [1(w")] YWy (AV (w?))?

< Ol Aw'|],

=S
=S
— S

where each component of 7(w?) lies in between the two corresponding components
of V(wt) and V (w!*1). O
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Lemma 4.8. In the masked self-attention sublayer, we have

1
H=0!_ys {
=0 /*9

where O < C'is a positive constant, let Wi, WE WY be Wo, Wi, Wy and AH (w')
= H(w'*t) — H(w'), then we have AH (w') < C||Awt]|.

(ngdQ‘g) (ng;Z)T:| . (ng(X) )l = 07 1) IR L7 (21)

Proof. We only consider the case for Wg (The proof of the Wy, Wy case is similar).
The gradient of the loss function 12 relative to the w? in the masked self-attention
sublayer is given by

OE OE Y 9H OH

ow' gy OM OH oW},

M
_ 9 we | L Q K\ T 22
- ; (Y; }/1) Ws |:\/5 (HWed> (yWed) :l ( )
1 T OH
(W) \fOWe% wi) oy’
where
OH R N 1
oW} = Bl_¢s [\@ (miW5) (ylWK)T] (I Wv) Woik @Wr)" . (23)
Let Uy(w') = %(@Wé)@lwv)i we have

AUil(wt) = Uil(thrl) — Uil(’wt)
= Uu(w') + Ujj(w") Aw® + Ujj (9)(Aw')* — Uy (w')
= Ujy(w") Aw' + Ujj (9)(Aw')?
1 .
= %yz‘(yle)TAwt
< Cllaw'],

where each component of ¢ lies in between the two corresponding components of
w? and wit!, by the formulas 23 and 24, we have

AH(w') = H(w'™™) — H(w")
= H(Uy(w")) + H'(Un(w") AUz (w') + H" (tur(w")) (AU (w"))?
— H(Ua(uw"))
= H'(Ua(w")) AU (w') + H" (ru(w") ) (AU (w"))?
< CllAw’|],

where each component of 7;;(w?) lies in between the two corresponding components
of Uy (w') and Uy (w'™) O

Lemma 4.9. In the FNN sublayer, we have
Y =g(ZW1 + b1)Wy + by, (25)

let AY(w?) = Y(wi*t) — Y(w?), if Z is bounded, then AY(w?) < C||Aw?||, where
O < C is a positive constant.
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Proof. We only consider the case for Wi (The proof of the W5 case is similar). The
gradient of the loss function 12 relative to the w! in the FNN sublayer is given by

OE  OE Y OH 0Y

owt 9y OH 0Y oW}
_ i (Yi - f/) W[s’ [1 (HW£> (ngg)T] (wafl) WE (yw)

i=1 VO
1 T oy
+ s |:\/5 (Hng) (yWeIg) :| Wevd':| Tm,
(26)
where

0 /

81/13;’5 =g (ZW] + b))WoZ. (27)
1

Let AY(w!) = Y(wit) — Y(w?), if Z is bounded, then from the formula 27 we
can get

AY(w') = Y(w'™) = Y(w")
= Y(w') + V' (w")Aw' + V" (r)(Aw')* = Y(w')
=Y/ (w") AW + V" (k) (Aw')?
< CllAw'],

where each component of x lies in between the two corresponding components of
Y(w') and Y (wttl). O

Lemma 4.10. In the self-attention sublayer, we have

1 ~ ~
h=aly @il | o @) @WE) |- @WE): (28)

7 = hWy, (29)

where O < C is a positive constant, let WS, WE WY be Wo, Wi, Wy and Ah(w?)

= h(w'™) — h(w?), then we have Ah(w') < C||Aw?| and AZ(wt) < C||Aw!|.

Proof. We only consider the case for Wg (The proof of the Wi, Wy case is similar).
The gradient of the loss function 12 relative to the w! in the self-attention sublayer
is given by

OE _ OE Y OH Y dZ Oh

owt gy OMH 0Y 0Z oh oW},

N (vov 1 Q
;(Y Yl)Ws’{ (HW

5 (mwg) ws)| (mws) ovi yw;

v (mws) ows) | w

oh

"(ZW1 + b)) WoW Wy =
g( 1+ 1) 2VV1 08Wé’

(30)
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OE OE QY OHOY 0Z

Jul oy OH 0 97 W

-3 (vi-v)w

¢ | (rws) )| (mwg) v yw

=1 \/5
1 T o0z
+s [\@ (HW3) k) ] Wea | (ZWa+ b)) WalWi e,
(31)
where
Oh 1 - 1 . -
oivE @, Bpy 8 [o (@ W) (ijK)T] Z5n @ Wk)" @Wy): (32)
0z
awi (33)
Let B,j(w') = % (JZHWCS) (5jWK)T, we have
Aan (wt) = an (’thrl) — an (wt)
= By;(w") + B;Lj(wt)Awt + ij(v)(Awt)2 — By (w")
— B;Lj(wt)Awt + B:{j(’y)(Awt)Q (34)
- \%En(@WK)TAwt
< CllAaw'],

where each component of v lies in between the two corresponding components of
w! and wit!.

Let AR(By,;(w?)) = h(Byj(w'™)) — A(By,j(w')). By the formulas 30, 32 and 34,
we can get

AR(Bnj(w')) = R(Bpj(w'1)) = B(Bnj(w"))

= (B (w")) + 1 (Bpj(w')) (ABpjw')) + B (v (w")) (ABy; (w'))?
— I(Bpj;(w"))

=@, L, 8" [Bn;(w")] (Z;Wv)(ABy; (w"))

+ @ By 8" [y (wh)] (7 Wv)(AB; (w'))?

< Cllaw'],
(35)
where each component of v,,;(w?) lies in between the two corresponding components
of Byj(w') and B, (w!™1). O

Let AZ(w') = Z(w't!) — Z(w!), suppose that Assumption 4.4 and Assumption
4.5 are satisfied, from the formulas 31, 33 and 35 we have AZ(w') < C||Aw!].

Proof of Theorem 4.6. Applying the Taylor expansion, together with the use of the
formulas 14, 16, 17, 22, 23, 26, 27, 30, 32, 35 and Lemma 4.7, 4.8, 4.9 and Lemma
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4.10, we have

E(w't!) — B(w') = — i (12 -Y; (wt))2 ?ZIIAth
> (K- -y, (wt)) ZZIIAWII2
_ Em: (y _v (wt)) W [s’ [\% (HW(SI) (ngg)q (ijfl) wE

1
(YWY + s {0 (HWfi) (Wﬁﬂ WY | g (ZW1 + by) WaW,

EW8) @WE) | 5 W) @W)

| Awt| — ;i (m -y, (wt)) [s' [\% (HWfi) (ngg)q (ijfl)
g (ZWy + by) Wa W,

(WE) YWY + s { (W) (nggf] WY,

Sia

1 1

. W() @jvzl @nNzlsN |:U 70 (‘;ETLWeQn) (ingl)—r)] %571 (ijweKn)T

7 N

(T W) | Awt(?

1
< LA+ p (Auf).
(36)
where each component of v (% (2. WE) (:”E]Wefg)—r) lies in between the two cor-

responding components of v (w'™) and v (w').
By Assumption 4.4, Assumption 4.5, Lemma 4.7, Lemma 4.8, Lemma 4.9, Lemma
4.10 and the Cauchy-Schwarz inequality, we get

p(Aw') < Cf|Aw'||*. (37)

A combination of the formulas 36 and 37 leads to
1
Bt - B () < - (5 - ) 'l (39)

Hence, the conclusion (1) in Theorem 4.6 is valid if the learning rate is small
enough such that 0 < a < %, where C' is the constant in the formula 38. Since the
nonnegative sequence {E(w')} is monotone and bounded below, there must exist
a limiting value E* > 0 such that t_l)iinoO E(w') = E*. So the conclusion (2) in

Theorem 4.6 is proved. 0

5. Numerical experiments. In this section, we present several typical numerical
experiments to demonstrate the effectiveness and efficiency of the proposed the
NSNN for the inverse cavity scattering problem.
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5.1. Data processing. First, we recall that the training data set M in Definition
3.2, where u; and Y; represent the near-field data and the truncated Fourier-shape
vector associated with a cavity. Furthermore, for a given shape of cavity, the exis-
tence of a solution to the interior Dirichlet problem of the cavity can be based on
boundary integral equations. Hence, for the forward cavity scattering problem, we
make use of the integral equation method for solving 1-2 to obtain the associated
near-field data (cf. [8]). Second, in order to ensure the uniqueness of the inverse cav-
ity scattering problem, we need to restrict the size of the cavity (cf.[22]). Therefore,
D is constructed according to 3 by varying the Fourier coefficients in [—g, g] in a
uniformly distributed manner by excluding those self-intersecting boundary curves,
where o € R, is an a-priori given constant. Next, we fix I in 3, and classify the
shapes of the cavity according to the corresponding Fourier-shape parameters and
near-field data, and label each category accordingly, and then each labeled category
is used as the training data of the naive Bayesian classifier (NBC) to train the NBC
network.

That is, in the first phase, for a given set of the near-field data, we can deter-
mine the suitable category to which the associated cavity should belong. In the
second phase, within a given class of cavities, we train the NSNN to recover the
corresponding Fourier coeflicients of an unknown cavity by given its near-field data.

5.2. Shape reconstruction. For all examples, we set the radius rr = 0.5 and
center or = (0,0) of the detection circle I" inside the cavity, the single point source
position is z = (0.5,0), the wavenumber is k = 1.5, the number of observation points
is N, the limited-aperture range is P. Unless otherwise specified in the following
experiments, the parameter values of the NSNN are shown in Table 1. The values of
learning rate «, dropout, O and O are derived from the reference [9], the values of
the other parameters are obtained through multiple experiments. The influence of
the value of the experimental parameters on the experimental results will be taken
as the next step. We use “—” to indicate the true shape of the cavity, and “——"
to indicate the reconstructed shape of the cavity.

TABLE 1. Parameter values of the NSNN.

Parameter value
The Near-field shape of layer 2

Learning rate a 0.0001

Dropout 0.5

O 256

@) 256

Batch 1000

Epoch: ¢ 100

Example 1. Reconstruct the cavity with different numbers of observation points.

In this experiment, the number of training cavities is set to be m = 50000, the
limited-aperture range is set to be P = [0, 2], the number of observation points
for the kite-shaped cavity and the peanut-shaped cavity is set to be N = 5,7,9
respectively, the number of observation points for the starfish-shaped cavity is set
to be N = 5,11,19 respectively. There is no noise in the near-field data, and the
reconstruction result is shown in figure 4.
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-2 -1 0 1 2 20 -15 -l0 -05 00 05 10 15 20 20 -15 -10 -05 €0 05 10 15 20

(d) N=5 (&) N=17 (f) N=9

(8) N=5 (h) N =11 () N=19

FIGURE 4. Reconstruct three shapes of cavity under the conditions
of single point source incidence and limited observation points.

Figure 4 shows the reconstructed effects of the kite-shaped cavity, the peanut-
shaped cavity and the starfish-shaped cavity, respectively. Among them, the kite-
shaped cavity figure 4(a), (b), (c) and the peanut-shaped cavity figure 4(d), (e), (f)
from left to right represent the number of observation points of N =5, N =7 and
N =9, respectively. The starfish-shaped cavity figure 4(g), (h) and (i) from left to
right represent the number of observation points of N =5, N = 11 and N = 19.
It can be seen that when the total number of training data sets and the epoch of
train remain unchanged, as the number of observation points increases, the near-
field data will increase, then the feature information about the cavity by the NSNN
will be extracted more, and the shape of the cavity will be reconstructed more
accurately. For the kite-shaped cavity and the peanut-shaped cavity, the better
effect of reconstruction can be achieved when the number of observation points
is N = 9, while for the starfish-shaped cavity with more parameters, the better
effect of reconstruction can be achieved when the number of observation points
increases to N = 19. Therefore, the reconstruction effect of the NSNN is affected
by the complexity of the shape of cavity. The more parameters, the more complex
the shape of the cavity, and the effect of reconstruction becomes worse. In the
experiment, we can improve the effect of reconstruction by increasing the number
of observation points.
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Example 2. Reconstruct the cavity with the near-field data containing different
noise levels.

We consider adding noise levels of noise = 0%, 5%, 10%, and 20% to the real and
the imaginary parts of the near-field data of the kite-shaped cavity, the peanut-
shaped cavity and the starfish-shaped cavity, respectively (Here, the noise is chosen
to be Gaussian white noise with mean being 0 and variance being 0.05, 0.1 and
0.2, respectively.). Set m = 50000, P = [0, 27|, the number of observation points
for the kite-shaped cavity and the peanut-shaped cavity is set to be N = 9, the
number of observation points for the starfish-shaped cavity is set to be NV = 19. The
reconstruction effect of the kite-shaped cavity is shown in figure 5, the reconstruction
effect of the peanut-shaped cavity is shown in figure 6 and the reconstruction effect
of the starfish-shaped cavity is shown in figure 7.

-20 -15 -10 -05 0o 05 10 15 20 -20 -15 -10 -05 0o 0.5 10 15 20

(a) noise = 0% (b) noise = 5%

-20 -15 -10 -05 00 05 10 15 20 -2 -1 0 1 2

(c) noise = 10% (d) noise = 20%
F1GURE 5. Reconstruct the kite-shaped cavity with different noises.

It can be seen from figure 5, 6, and 7 that when the noise level is below 10%, the
noise has little effect on the reconstruction of the NSNN. Of course, the results of the
reconstruction deteriorate as the noise level increases. When the noise is increased
to 20%, the results of the NSNN reconstruction will deviate obviously from the true
boundary of the cavity. Due to the fact that the number of shape parameters of
the starfish-shaped cavity is relatively larger and the noise exists in the near-field
data, the NSNN is more complex to extract the information of near field data and
shape parameters, which leads to the poor effect of the NSNN reconstruction.

Example 3. Reconstruct the cavity with difference of the total number of training
data sets.

We observe the reconstruction effect of the NSNN by changing the total amount
m of training data set. Taking the kite-shaped cavity as an example, the number
of training cavities is set to be m = 10000, m = 30000, m = 50000, respectively.
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FIGURE 6. Reconstruct the peanut-shaped cavity with different noises.
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FIGURE 7. Reconstruct the starfish-shaped cavity with different noises.
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Set P = [0,27] and N = 9, the near-field data has no noise, and the reconstruction
effect is shown in figure 8.

-2 -1 0 1 2 -2 -1 ] 1 2 -2 1 0 1 2

(a) m = 10000 (b) m = 30000 (c) m = 50000

FIGURE 8. Reconstruct the kite-shaped cavity under different m.

From the figure 8, we can see that as m gradually increases, the effect of recon-
struction is improved gradually, thereby the reconstructed shape of cavity is closer
to the true shape of cavity.

In the above experiments, the shape of the cavity was reconstructed at the full-
aperture range, namely P = [0,2n], and the effect of reconstruction is ideal. In
order to make the experiment closer to the actual situation. In Example 4, we
consider reconstructing the shape of the cavity with the limited-aperture.

Example 4. Reconstruction of cavity with different local scattering data.

We consider the reconstruction by the NSNN when the limited-aperture range
is set to be P = [%ﬂ, 57”] , [g, 37”], [0, 27] respectively. This experiment takes the
kite-shaped cavity as an example, set m = 50000 and N = 9. The near-field data
has no noise, and the effect of reconstruction is shown in figure 9.

It can be seen from figure 9 that as the limited-aperture range gradually de-
creases, the effect of reconstruction will deteriorate accordingly. This is because
when the limited-aperture range P is reduced, the similarity between the near-field
data increases, resulting in the available cavity information from the near-field data
becomes less and less, which suppresses the accuracy of reconstruction. However,
we can see that the NSNN can also reconstruct the shape of the cavity well under
the limited-aperture range.

(a) P = [0,27] (b) P =[5, %] (c) P =[3F, 1]

FIGURE 9. Reconstruct the kite-shaped cavity under different the
limited-aperture range conditions.
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6. Conclusions. In this paper, we propose the NSNN to solve the interior in-
verse scattering problems connected with the Helmholtz equation, and we prove
the convergence of the NSNN. Numerical experiments show that the NSNN can
well reconstruct the shape of the cavity by using a single point source and a few
observation points. The experimental results also confirm the generalization ability
and robustness of this method. However, there are still many problems need to
be further studied, such as the influence of the selection of the NSNN parameters
on the effect of the NSNN reconstruction. In the future, we would like to extend
the study to three dimensional problems and the inverse cavity electromagnetic
scattering problems governed by the Maxwell system.
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