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INITIAL BOUNDARY VALUE PROBLEM FOR A
INHOMOGENEOUS PSEUDO-PARABOLIC EQUATION

JUN ZHOU*

ABSTRACT. This paper deals with the global existence and blow-up of solutions
to a inhomogeneous pseudo-parabolic equation with initial value uo in the
Sobolev space H}(2), where @ C R™ (n > 1 is an integer) is a bounded
domain. By using the mountain-pass level d (see (14)), the energy functional
J (see (12)) and Nehari function I (see (13)), we decompose the space H}(€2)
into five parts, and in each part, we show the solutions exist globally or blow up
in finite time. Furthermore, we study the decay rates for the global solutions
and lifespan (i.e., the upper bound of blow-up time) of the blow-up solutions.
Moreover, we give a blow-up result which does not depend on d. By using
this theorem, we prove the solution can blow up at arbitrary energy level, i.e.
for any M € R, there exists ug € Hg(Q) satisfying J(ug) = M such that the
corresponding solution blows up in finite time.

1. INTRODUCTION

In this paper, we consider the following initial-boundary value problem
up — Aup — Au = |27 |uPru, 2€Q, t>0,
(1) u(z,t) =0, z e, t>0,
u(z,0) = up(x), z €0
and its corresponding steady-state problem
— Au = |z|7ulP" u, xE€Q,

2
2) u =0, x € 01,

where Q@ C R™ (n > 1 is an integer) is a bounded domain with boundary 09 and
up € H}(Q); the parameters p and o satisfy

1< 00, n=1,2;
=122 n>s,
(3)

S -n, n=1,2;
7 7@“)2("72) —-n, n>3.

(1) was called homogeneous (inhomogeneous) pseudo-parabolic equation when
0 =0 (o0 #0). The concept “pseudo-parabolic” was proposed by Showalter and
Ting in 1970 in the paper [20], where the linear case was considered. Pseudo-
parabolic equations describe a variety of important physical processes, such as the
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seepage of homogeneous fluids through a fissured rock [1], the unidirectional propa-
gation of nonlinear, dispersive, long waves [2, 23], and the aggregation of populations
[17].

The homogeneous problem, i.e. ¢ = 0, was studied in [3, 4, 5, 7, 9, 10, 13,
15, 16, 21, 24, 25, 26, 27, 28, 29]. Especially, for the Cauchy problem (i.e.
) = R™ and there is no boundary condition), Cao et al. [4] showed the
critical Fujita exponent p. (which was firstly introduced by Fujita in [8]) is 1+ 2/n,
ie. if 1 < p < p., then any nontrivial solution blows up in finite time, while global
solutions exist if p > p.. In [28], Yang et al. proved that for p > p., there is
a secondary critical exponent a. = 2/(p — 1) such that the solution blows up in
finite time for wy behaving like ||~ at |x| — oo if @ = (0,.); and there are
global solutions for for ug behaving like ||~ at |x| — oo if @ = (ae,n). For the
zero Dirichlet boundary problem in a bounded domain (, in [13, 25, 26],
the authors studied the properties of global existence and blow-up by potential well
method (which was firstly introduced by Sattinger [19] and Payne and Sattinger [18],
then developed by Liu and Zhao in [14]), and they showed the global existence, blow-
up and asymptotic behavior of solutions with initial energy at subcritical, critical
and supercritical energy level. The results of [13, 25, 26] were extended by Luo [15]
and Xu and Zhou [24] by studying the lifespan (i.e. the upper bound of the blow-up
time) of the blowing-up solutions. Recently, Xu et al. [27] and Han [9] extended
the previous studies by considering the problem with general nonlinearity.

Li and Du [12] studied the Cauchy problem of equation in (1) with ¢ > 0.
They got the critical Fujita exponent (p.) and second critical exponent (a.) by the
integral representation and comparison principle. The main results obtained in [12]
are as follows:

(1) f1 <p<p.:=1+4(2+ 0)/n, then every nontrivial solution blows up in
finite time.

(2) If p > pe, the distribution of the initial data has effect on the blow-up
phenomena. More precisely, if ug € @, and 0 < a < o := (24 0)/(p— 1)
or ug is large enough, then the solution blows up in finite time; if ug = po(z),
¢ € P with a, < a < n, 0 < p < p, then the solution exists globally,
where p1 is some positive constant,

o= {€e) € BOR") s ¢(o) 2 0. i of*€(2) > 0.

and

O = {f(l’) € BC(R") : &(x) > 0, limsup |z|*¢(x) < oo} .

|| too

Here BC(R™) is the set of bounded continuous functions in R™.
In view of the above introductions, we find that

(1) for Cauchy problem in R™, only the case o > 0 was studied;
(2) for zero Dirichlet problem in a bounded domain 2, only the case o = 0 was
studied.

The difficulty of allowing o to be less than 0 is the term |2|” become infinity at
x = 0. In this paper, we consider the problem in a bounded domain 2 with zero
Dirichlet boundary condition, i.e. problem (1), and the parameters satisfies (3),
which allows o to be less than 0. To overcome the singularity of |z|” at = = 0,
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we use potential well method by introducing the |z|” weighed-LP*1(Q) space and
assume there is a lower bound of o, i.e,

o pHDm=2)
2
<0 if n>3

for n > 3.
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FIGURE 1. The results for J(ug) <d.

The main results of this paper can be summarized as follows: Let J and I be the
functionals given in (12) and (13), respectively; d be the mountain-pass level given

n (14);

1)

(4)

S, and S” be the sets defined in (20).

(the case J(ug) < d, see Fig. 1) If ug € Hg(Q) such that (I(up),J(uo)) is
in the dark gray region (BR), then the solution blows up in finite time; if
up € H () such that (I(ug),J(ug)) is in the light gray region (GR), then
the solution exists globally; if ug € H}(Q) such that (I(ug), J(ug)) = (0,d),
then ug is a ground-state solution and (1) admits a global solution u = wg;
there is no ug € H} () such that (I(ug), J(uo)) is in the dotted part (ER).
(the case J(up) > d) If uyg € S, for some p > J(ug) > d, then the solution
exists globally and goes to 0 in Hg(£2) as times goes to infinity; if ug € S
for some p > J(ug) > d, then the solution blows up in finite time.
(arbitrary initial energy level) For any M € R, there exits a ug € Hg())
satisfying J(up) = M such that the corresponding solution blows up in
finite time.

Moreover, under suitable assumptions, we show the exponential decay of
global solutions and lifespan (i.e. the upper bound of blow-up time) of the
blowing-up solutions.

The organizations of the remain part of this paper are as follows. In Section 2,
we introduce the notations used in this paper and the main results of this paper; in
Section 3, we give some preliminaries which will be used in the proofs; in Section
4, we give the proofs of the main results.
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2. NOTATIONS AND MAIN RESULTS

Throughout this paper we denote the norm of L7(Q) for 1 <~ < oo by || - |lz~-
That is, for any ¢ € L7() ,

ol = (/Q|¢(x)|”d:v> , if 1<y < oo

esssup,co|P(x)l, if v = oo.

We denote the |z|7-weighted LP*1(€2) space by LEF1(Q2), which is defined as
(4) LEH(Q) := {gb : ¢ is measurable on Q and [|ul[p+1 < oo} ,

where

(5) 161l o o= ( / |m|”|¢<:c>|p+ldx) T e Q)

By standard arguments as the space LPT1(£2), one can see LET(Q) is a Banach
space with the norm [| - || p+1.

We denote the inner product of Hg(Q) by (-, Dy, Le,
©) Gy = [ (Vo) Vela) + dlo)ela)) d, 6., ¢ € HY(O).

The norm of Hg () is denoted by || - 25 ie.,

(7) 161y = /(6. 8)iy = \/IV8l3. + 116132 6 € HY().
An equivalent norm of Hg(Q) is [[V(+)| L2, and by Poincaré’s inequality, we have

A +1
(8) IVll2 < llollmy < 1)\1

where A; is the first eigenvalue of —A with zero Dirichlet boundary condition, i.e,

2
(9) )\1 _ ||V¢!L2 .
scH(Q) [|0]l7-

Moreover, by Theorem 3.2, we have

||V¢HL23 ¢ € H&(Q)a

(10) for p and o satisfying (4), H}(Q) — L2+1(Q) continuously and compactly.

Then we let C,, as the optimal constant of the embedding H} () — LET1(Q), i.e.,
H¢||L§+1

weri@nfoy Vol

We define two functionals J and I on H}(Q) by

(11) Cpo =

1 2 1 +1
(12) 5(@) = 51V0lE — — ol
and
(13) I(¢) == Vol — H¢|IT§L.

By (3) and (10), we know that J and I are well-defined on HE ().
We denote the mountain-pass level d by

(14) di= inf J(6),
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where N is the Nehari manifold, which is defined as

(15) N = {¢ € Hy()\ {0} : I(¢) = 0}.
By Theorem 3.3, we have
p—1 2D
1 d=—=Cp ",
o) 2+ )"

where C), is the positive constant given in (11).
For p € R, we define the sub-level set J? of J as

(17) JP={¢ € Hy(Q) : J(¢) < p}.

Then, we define the set N := N N J?. In view of (15), (12), (17), we get
2 1

(18) NP = {¢eN: V|2 <(Zf1)p}, p>d.

For p > d, we define two constants
19 A, = inf , A, = su
(19) o=t 191y, Ay = s (9]

and two sets
S, :={¢ € Hy(Q) : 10llry < Ao, () > 0F,

(20) {6 e HI(Q) -
8 :={¢ € Hy() : |8l > A, 1(9) < 0}

Remark 1. There are two remarks on the above definitions.

(1) By the definitions of N?, A, and A, it is easy to see A, is non-increasing
with respect to p and A, is non-decreasing with respect to p.
(2) By Theorem 3.4, we have

2(p+1)d 2(p+ 1M+ 1)p
21 — <A, <AL .
( ) pfl — 7P = P—\/ )\1(})*1)
Then the sets S, and S” are both nonempty. In fact, for any ¢ € H}(2)\{0}
and s > 0,

2(p+1)d ) 2(p+1)d 1
llsllmg <4/ o1 &5 <01 =y p_ile?”Hé,

IVolz:

lolzts )

I(s¢) = 8| Vol|z2 = s HIol] 00 > 0 & s <8y :=

2p+1)(A +1)p 2+ +1Dp
|8¢|Hg>\/ M=) @s>53-\/ My = 1) el

I(s¢) = $* V|72 — "I, 5 <0 s> 6.
So,
{s¢:0 < s <min{dy,d2}} C S, {s¢:s>max{d,d3}} C S’

In this paper we consider weak solutions to problem (1), local existence of which
can be obtained by Galerkin’s method (see for example [22, Chapter II, Sections 3
and 4]) and a standard limit process and the details are omitted.
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Definition 2.1. Assume uy € H}(Q) and (3) holds. Let T > 0 be a constant.
A function u = u(x,t) is called a weak solution of problem (1) on Q x [0,T] if
u(-,t) € L=(0,T; H(Q)), ue(-,t) € L*(0,T; Hi (2)) and the following equality

(22) / (wv + Vg - Vo + Vu - Vo — |z]7|ulP uw) dz = 0
Q

holds for any v € H}(Q) and a.e. t € [0, T]. Moreover,
(23) u(-,0) = uo(+) in Hg ().
Remark 2. There are some remarks on the above definition.

(1) Since u(-,t) € L*(0,T; H} () — L*0,T; H} (), u(-,t) € L2(0,T;
HY(Q)), we have u € HY(0,T; H}(2)). According to [6], u € C([0,T7;
H(Q)), then (23) makes sense. Moreover, by (10), all terms in (22) make
sense for u € C([0,T]; H} () and u, € L0, T; HL(Q2)).

(2) Denote by Tinax the maximal existence of u, then u(-, ) € L>(0,T; H(2))N
C([0,T); HY(Q)), ut(-,t) € L2(0,T; HY(Q)) for any T < Tinax-

(3) Taking v = u in (22), we get

¢
(24) a0l = ol =2 [ Tt 9)ds, 0< e <1,

where [ - || 3 is defined in (7) and I is defined in (13).

(4) Taking v = u; in (22), we get
¢

(25) Tu0) = Tuw) = [ fusleo)lfgds 02 1<,

where J is defined in (12).
Definition 2.2. Assume (3) holds. A function u € H{ () is called a weak solution
of (2) if
(26) / (Vu- Vo — |z]7[ufP~'w) dz = 0

Q

holds for any v € H{ ().

Remark 3. There are some remarks to the above definition.
(1) By (10), we know all the terms in (26) are well-defined.
(2) If we denote by ® the set of weak solutions to (2), then by the definitions
of J in (12) and N in (15), we have

(27) ®={¢€Hy(Q):J'(9)=0in H(Q)} C (NU{0}),
where J'(¢) = 0 in H~1(Q) means (J'(¢),¢) = 0 for all » € H and (-, )
means the dual product between H () and H} ().
With the set ® defined above, we can defined the ground-state solution to (2).

Definition 2.3. Assume (3) holds. A function u € H}(Q) is called a ground-state
solution of (2) if u € ®\ {0} and
J(u) = inf J(¢).
(W= int T
With the above preparations, now we can state the main results of this paper.
Firstly, we consider the case J(ug) < d. By the sign of I(ug), we can classify the
discussions into three cases:
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J(up) < d, I(ug) > 0 (see Theorem 2.4);
( ) J(ug) < d, I(ug) < 0 (see Theorem 2.5);

3) J(ug) < d, I(ug) = 0. In this case, by the definition of d in (14), we have
ug =0 or J(uo) =d and I(up) = 0. In Theorem 2.6, we will show problem
(1) admits a global solution u(+,t) = uo.

Theorem 2.4. Assume (3) holds and w = u(z,t) is a weak solution to (1) with
ug € V, then u exists globally and

2(p +1)J (uo)

(28) ||Vu(7t)||L2 < p— 1 ) 0 <t< oo,
where
(29) Vi={¢ € Hy(Q): J(¢) <d, I(¢p) >0}

In, in addition, J(ug) < d, we have the following decay estimate:

p—1
_ A1 1— J(UO) : t
Ar+1 d )
Remark 4. Since ug € V, we have I(ug) > 0. Then it follows from the definitions
of J in (12) and I in (13) that

(30) Ju( Dllmy < lluollmy exp

J(UO) > ||VU()H2L2 > 0.

-1
2(p+1)
So the equality (28) makes sense.

Theorem 2.5. Assume (3) holds and w = u(x,t) is a weak solution to (1) with
ug € W. Then Tyax < 00 and u blows up in finite time in the sense of

t
li - 8) |3 ds =
Jm [t oy = oo

where
(31) W= {g € HY(Q): J(6) < d, 1(6) < 0}
and Tyax 18 the mazimal existence time of u. If, in addition, J(ug) < d, then

aplluollZ
(p—1)*(p+1)(d — J(uo))
Remark 5. There are two remarks.

(1) If J(¢) < 0, then we can easily get from the definitions of J and I in (12)
and (13) respectively that I(¢) < 0. So we have ¢ € W if J(¢) <0

(2) The sets V and W defined in (29) and (31) respectively are both nonempty.
In fact for any ¢ € H}(Q) \ {0}, we let

(32) Tnax <

f(s) = J(s¢) = Lt
g(s) = I(s¢) = $*||Vo[72 — Sp“llsb\lgip

Then (see Fig. 2)
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FI1GURE 2. The graphs of f and g.

(a) f(0) = f(si) = 0, f(s) is strictly increasing for s € (0,s%), strictly

decreasing for s € (85, 00), limgoo f(s) = —00, and
max f(s) = f(s3)
s€[0,00)
2p+1)
_ p=1 (16l
2p+ 1) \ ol Lz
< d ,
= —

By (14) since st¢eN
(b) g(0) = g(s5) = 0, g(s) is strictly increasing for s € (0, s7), strictly

decreasing for s € (s}, 00), limgpoo g(8) = —00, and
max g(s) = g(s7)
s€[0,00)
2(pt1)

_p—1<2 )flnva o
p+1\p+1 161l 1 ’

(c) f(s) < g(s) for 0 < s < s5, f(s) > g(s) for s > s3, and
f(s3) = g(s3)
2(pt1)

2 o
— (pH)H IVl ) "
2p \ 2p [pes 7

where
1 1
=1 =1
. 2|Vel7- . (p+D[VelZ-
81 = | < 8= pH1
(p-l— 1)”¢HL§+1 ZPH(bHLgH
1 1
p—1 p—1
v (Iven T L (@t nIvels.
Q = 4 = e e E—
el 2lll17 3
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So, {sp:s5 <s<si}CV, {sp:s5<s<o0}CW.

Theorem 2.6. Assume (3) holds and w = u(z,t) is a weak solution to (1) with
ug € G. Then problem (1) admits a global solution u(-,t) = ug(-), where

(34) G:={pe H}Q): J(¢) =d, I(¢) =0}

Remark 6. There are two remarks on the above theorem.

(1) Unlike Remark 5, it is not easy to show G # (). In fact, if we use the
arguments as in Remark 5, we only have J(s5¢) < d and I(si¢) = 0 (see
Fig. 2 and (33)). In Theorem 2.7, we will use minimizing sequence argument
to show G # {).

(2) To prove the above Theorem, we only need to show G is the set of the
ground-state solution of (2), which is done in Theorem 2.7.

Theorem 2.7. Assume (3) holds and let G be the set defined in (34), then G # ()
and G is the set of the ground-state solution of (2).

Secondly, we consider the case J(ug) > d, and we have the following theorem.

Theorem 2.8. Assume (3) holds and the initial value ug € HE(Q) satisfying
J(UQ) > d.

(1): Ifug € S, with p > J(ug), then problem (1) admits a global weak solution
u=u(z,t) and |lu(-,t)||gz L 0 as t T occ.

(#): If ug € SP with p > J(ug), then the weak solution u = u(x,t) of problem
(1) blows up in finite time.

Here S, and S? are the two sets defined in (20).

Next, we show the solution of the problem (1) can blow up at arbitrary initial
energy level (Theorem 2.10). To this end, we firstly introduce the following theorem.

Theorem 2.9. Assume (3) holds and u = u(x,t) is a weak solution to (1) with
ugp € W. Then

8plluoll%,
A(p—1
(0= 12 (BE2 Juoll3y — 2(p +1)J (uo) )

and u blows up in finite time in the sense of

(35) Tnax <

t
i [l ds =,

where

(30 W= {0 e i@ 00 < 52l ).

and Tmax s the mazimal existence time of u.

By using the above theorem, we get the following theorem.

Theorem 2.10. For any M € R, there exists ug € Hg(Q) satisfying J(ug) = M
such that the corresponding weak solution v = u(x,t) of problem (1) blows up in
finite time.
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3. PRELIMINARIES

The following lemma can be found in [11].
Lemma 3.1. Suppose that 0 < T < oo and suppose a nonnegative function F(t) €
C?[0,T) satisfies

F'(OF(t) = (1+7) (F/(1)* >0
for some constant v > 0. If F(0) > 0, F'(0) > 0, then
£(0)
~ yF(0)

<0

and F(t) T oo ast T T.

Theorem 3.2. Assume p and o satisfy (3). Then H}(Q) — L2L(Q) continuously
and compactly.

Proof. Since 2 C R™ is a bounded domain, there exists a ball B(0, R) := {z € R":

lz| = /2?+ - 22 < R} D .
We divide the proof into three cases. We will use the notation a < b which means
there exits a positive constant C such that a < Cb.

Case 1. ¢ > 0. By the assumption on p in (3), one can see
(37) HY(Q) — LPT(Q) continuously and compactly.
Then we have, for any u € Hg (),

1 1 1
a5t = [ Jal” e < Rl <

which, together with (37), implies Hg(2) < L2T1(2) continuously and compactly.

Case 2. —n <o <0 and n =1 or 2. We can choose r € (1,72). Then by
Hoélder’s inequality and

(p+D)7r
(38) H&(Q) — L 1

for any u € H}(Q2), we have
Il = / 2|7 |ulP* da
Q

ott
1 r—1
< (/ |x|‘”"dq:> (/ |u|<pf11)7'dx) '
B(0,R)

(©) continuously and compactly,

1
(U,ilRMH) ol sy, S el =1

o 1
(22377+) Ju " ne S Il =2

which, together with (38), implies Hg(Q) — L§+1(Q) continuously and compactly.

Case 3. W —n <o <0 and n > 3. Then there exists a constant » > 1
such that

1 1)(n—2
_g < —-<1-= w
nor 2n
By the second inequality of the above inequalities, we have
(p+1L)r p+1 p+1  2n
r—1 71—% 7(’”‘1%(”—2) n—2
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So,
(39) HYQ)— L™~
Then by Holder’s inequality, for any u € H}(Q2), we have

ity = [ fafo s

< (/ .T|Urdl'> (/ |u|(p+1)rdx) ™
B(0,R)

Wn—1 +1
s(mgnmwﬂ|wafNum_

(p+ )

1 (Q) continuously and compactly.

which, together with (39), implies H{ () — L2+1(Q) continuously and compactly.
Here w,,_1 denotes the surface area of the unit ball in R™. O

Theorem 3.3. Assume p and o satisfy (3). Let d be the constant defined in (14),

then
-1 2(p+1)

d= Col?la
2(p+1) g

where Cp, is the positive constant defined in (11).
Proof. Firstly, we show

40 inf J(¢) = i J(s%0),
(40) Jnf (¢) peER 0 (s59)

where N is the set defined in (15) and

IV
lol%L,
By the definition of N in (15) and s, in (41), one can easily see that sj, = 1 if

¢ € N and s},¢ € N for any ¢ € Hy(Q) \ {0}.
On one hand, since N C H}(Q) and sy = 1 for ¢ € N, we have

min s < mln J(s mm J
somin J(550) < min J(556) = min J(6).

On the other hand, since {s}¢ : ¢ € Hg(Q2)\ {0}} C N, we have

inf J(¢)<  inf  J(sSo).
peN (@*cﬁeH&lgz)\{O} (53¢)

(41) 55 =

Then (40) follows from the above two inequalities.
By (40), the definition of d in (14), the definition of J in (12), and the definition
of Cpy in (11), we have

d= min J(s50
peH (\{0} (539)
2<I7pj11>
_p—1 . INCIPE
—_— min
2(p +1) peri@\{o} \ |9l p+1
—1  _z2@+y
:70 o p71
20+ 1) "
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Theorem 3.4. Assume (3) holds. Let A\, and A, be the two constants defined in
(19). Here p > d is a constant. Then

) W <h <A, \/2(1) 11(;(/}; Dp.

Proof. Let p > d and N” be the set defined in (18). By the definitions of A, and
A, in (19), it is obvious that

(43) Ap <A,

Since N? C N, it follows from the definitions of d, J, I in (14), (12), (13),
respectively, that

d= inf J
Jnf J(¢)
p—1 . 2
= ——— inf
p— . 2
< —— inf
< Sy int, Il
2(p+1)" "
which implies
2 1)d
NI ETEY
p—1

On the other hand, by (8) and (18), we have

Ap= sup [|6]m
PENP

A +1
LS sup (V6|1
1 ¢eNP

A +1 2(p—|—1)p
B A1 p—1 ’

Combining the above two inequalities with (43), we get (42), the proof is complete.
g

Theorem 3.5. Assume (3) holds and u = u(z,t) is a weak solution to (1). Then
the sets W and V', defined in (31) and (29) respectively, are both variant for u, i.e.,
u(-,t) € W (u(-,t) € V) for 0 <t < Trax when ug € W (ug € V'), where Tiax 18
the maximal existence time of u.

Proof. We only prove the invariance of W since the proof of the invariance of V' is
similar.

For any ¢ € W, since I(¢) < 0, it follows from the definition of I (see (13)) and
(11) that

+1 +1
IVellZ: < Nl < CEFHIVellTs",

1
et

which implies

_ptl
(44) V@2 > Cpo™ "
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Let u(x,t) be the weak solution of problem (1) with ug € W. Since I(ug) < 0
and u € C([0, Trax), HE(€)), there exists a constant ¢ > 0 small enough such that

(45) I(u(-,t)) <0, t €0,¢].

Then by (24), %Hu(',t)ﬂip > 0 for t € [0,¢], and then by (25) and J(ug) < d, we
get

(46) J(u(-,t)) < dfor t € (0,¢].

We argument by contradiction. Since u(-,t) € C([0, Tmax), H3(Q)), if the con-
clusion is not true, then there exists a g € (0, Tinax) such that u(-,t) € W for
0 <t<ty, but I(u(-,t9)) =0 and

(47) J(u(+t0)) < d
(note (25) and (46), J(u(-,tp)) = d cannot happen). By (44), we have u(-,t) €
C([0, Trmax), HE(Q)) and u(-,tg) € W, then
gt
IVu(-,to)llz2 = Cpo™" >0,

which, together with I(u(-,tg)) = 0, implies u(-,t9) € N. Then it follows from the
definition of d in (14) that

J(u(-,t0)) = d,
which contradicts (47). So the conclusion holds. O

Theorem 3.6. Assume (3) holds and w = u(z,t) is a weak solution to (1) with
ug € W. Then

(48) IVu( Oz >

2 1
(pfi)d, 0 <t < Tax,

where W is defined in (31) and Tiax is the mazimal ezistence time of u.

Proof. Let N~ :={¢ € H}(Q) : I(¢) < 0}. Then by Theorem 3.5, u(-,t) € N~ for
0 <t < Thax-
By the proof in Theorem 3.3,
d= min  J(s5¢
seriihio 757
< min J(s}
< min J(s3¢)

< J(syu(-1))

52 sy

= S vu ol - S g o
(s (5ot :

< (2 T o1 [Vul, )72,

where we have used I(u(-,t)) < 0 in the last inequality. Since I(u(-,t)) < 0, we get
from (41) that

1

p—1
[Vl

sy = p+L12 € (0,1).
||u||Lg+1
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Then

52 serl )
d< Z t
_02132(1(2 p+1>||Vu(, Mz2

s2 s”“)
=|5 - [Vu(-, 1)]7
( 2 p+ 1 s=1

- p—1 . 2
= 5o Vet Dl

and (48) follows from the above inequality. O

Theorem 3.7. Assume (3) holds and w = u(z,t) is a weak solution to (1) with
ug € W. Then I(u(-,t)) <0 for 0 <t < Tax, where Tyax is the mazimal existence
time of u and W is defined in (36)

Proof. Firstly, we show I(ug) < 0. In fact, by the definition of J in (12), ug € W,
and (8), we get

1 1 1
§||VU0||%2 - ﬁHUOHZH = J(uo)

Ai(p—1) 2
<300 +1)(p+1)HuO||Hg
< 5oy IVl
which implies

I(uo) = || Vuol|72 — [luol} 1 < 0.
Secondly, we prove I(u(-,t)) < 0 for 0 < ¢t < Tpax. In fact, if it is not true, in view
of u € C([0, Tmax), H&(Q)) there must exist a tq € (0, Tmax) such that I'(u(-,t)) <0
for t € [0,t9) but I(u(-,t9)) = 0. Then by (24), we get |u(- ’tO)”Hé > ||u0||Hé,

which, together with uy € W and (8), implies

o) < 3wl

)‘1(29— 1) 2
(49) < m||u('>to)||flg
b —=
2( 1)
(13) and I(u(-,tp)) = 0, we get

V(e to) 32
On the other hand, by (24), (1

2),
T(u0) = Tu(10)) = GVl 10

which contradicts (49). The proof is complete. O

4. PROOFS OF THE MAIN RESULTS

Proof of Theorem 2.4. Let u = u(z,t) be a weak solution to (1) with ug € V' and
Tinax be its maximal existence time. By Theorem 3.5, u(-,t) € V for 0 <t < Thnax,
which implies T(u(-,t)) > 0 for 0 <t < Tyax. Then it follows from (25), (12) and
(13) that

—_|IVu(-, )22, 0 <t < Tmax,
21 Vel Dl 0S¢ < Toa



A INHOMOGENEOUS PSEUDO-PARABOLIC EQUATION 81

which implies u exists globally (i.e. Tyax = o0) and

2(p + 1)J(uo)

(50) [Vu(- )]z < b1

, 0<t < o0.

Next, we prove |[u(-,t)|[; decays exponentially, if in addition, J(ug) < d. By
(24), (13), (11), (50), (16) we have

& (1B ) = =200, 1) = ~2 (IVuC, D13 — uC 021 )

<- 2(1 p“nw HIL") I1vul, 6)l3
_—2< OP“ At LA )) IV 8)]22

—2(1- )IIV( £l

s (1 <J(§°))%l> o 1)
_Afill (1_ (‘”j‘”)) t} |

The proof is complete. a

which leads to

(-, )33 < lluollfy exp

Proof of Theorem 2.5. Let u = u(x,t) be a weak solution to (1) with ug € W and
Tmax be its maximal existence time.

Firstly, we consider the case J(ug) < d and I(ug) < 0. By Theorem 3.5, u(-,t) €
W for 0 <t < Tyax. Let

1 1
t 2 t 2
= (/0 ||u(.7s)||?qéds> ,n(t) = (/O ||us(-,s)||?{éds> , 0 <t < Thax-

For any T™* € (0, Tiax), 8 > 0 and a > 0, we let

(52) F(t):= () + (T" = t)|luollfpy + Bt +a)?, 0<t <T™
Then
(53) F(0) = T*|[uo 13, + Ba? > 0,

F/(t) = llu(, 1) 13 — lluoli% +26(t + o)

(54 :2(3/0 ;i|u(.7s)||%,&ds+ﬁ(t+a)>, 0<t<TH,
and (by (24), (12), (13), (48), (25))
F'(t) == 2I(u(-,t)) + 28
(55) =(p = DIIVu(-, )72 = 2(p + 1)J (ul-, 1)) + 28
>2(p+1)(d — J(uo)) +2(p + 1)n?(t) +26, 0 <t < T*.
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Since I(u(-,t)) <0, it follow from (24) and the first equality of (54) that
FI(t) > 28(t + o).
Then

t
(56) F@y:me+/ W@msz7ﬂmd@&+5J+&am+ﬂ#,ogthf
0
By (6), Schwartz’s inequality and Holder’s inequality, we have

1 [td 9 ¢
- — : 1ds = 5 S5), Us\y 1d
2/0 ds”u(’S)HHO s /O(U( s),us(+ 8)) mrds

t
< [t s 9)gas < €On(e) 0< < T,
which, together with the definition of F'(¢), implies

(F@) = (T = 1)lluol%y) O

= (M) +Bt+a)?) (n ()+6)
= ()P (t) + BE(t) + Bt + o)’ (t) + B (t + o)
> () (t) + 26(tn(t)B(t + ) + B2(t + a)?
> (E(t)n(t) + Bt + a))?

2

1 [t d .
*/‘* )mp@+ﬂa+w ,0<t< T
2 ), d

Then it follows from (54) and the above inequality that

/ 2 _ 1 / d 2
(57) (F'(t))" =4 (2/M|U(5)||H5ds+ﬁ(t+a)>

0
<AF@®) (nP(t)+8), 0<t<T™
In view of (55), (56), and (57), we have

Y2
w | f

1
FOF" (1) — 22 (F/()* 2 F(t) (20 + 1)(d — J(uo)) — 208), 0< ¢ < T
If we take 8 small enough such that
1

(5) 0< 8 <P (o)),
then F(t)F"(t) — ZEL(F'(¢))? > 0. Then, it follows from Lemma 3.1 that

po  F@) Tl

S -YFO) (Db
Then for
luoll?
59 aE | —700],
59) (@—1W
we get
- o

< .
= o Dad — [ul,
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Minimizing the above inequality for « satisfying (59), we get

fa? Aol

T < = —0".

T (p—Daf —lugllF | 2olGa (p—1)28
ola=nE

Minimizing the above inequality for 5 satisfying (58), we get
Aplluoll7;2
T < 5 Hy )
(p—1)*(p+ 1)(d — J(uo))
By the arbitrariness of T* < Tpax it follows that

1p]luo %,
(= D2+ D{d— (o))

Tmax S

83

Secondly, we consider the case J(ug) = d and I(ug) < 0. By the proof of Theorem
3.5, there exists a tg > 0 small enough such that J(u(-,tg)) < d and I(u(-,t9)) < 0.

Then it follows from the above proof that u will blow up in finite time. The proof

is complete.

O

Proof of Theorems 2.6 and 2.7. Since Theorem 2.6 follows from Theorem 2.7 di-

rectly, we only need to prove Theorem 2.7.
Firstly, we show G # (). By the definition of d in (14), we get

. p—= . 2
d= inf J(¢) = — inf .
Jnf J(@) = 5011y ok I1Vellze
Then a minimizing sequence {¢y}7°; C N exists such that
. pP— 1 . 2
1 =1 =
(60) lim J(¢x) S A IVér|zz = d,

which implies {¢ }32, is bounded in HJ (£2). Since H} (1) is reflexive and H} (Q) —

LPT continuously and compactly (see (10)), there exists ¢ € H} () such that

(1) ¢r — ¢ in HY(Q) weakly;
(2) ¢r — ¢ in LETL(Q) strongly.

Now, in view of ||V(:)| 2 is weakly lower continuous in Hg (), taking lim infjeo

in the equality |V¢r|2. = [|¢xlP5l, (sine ¢ € N), we get

ettt
(61) IVell7 < IISDIIZL.
We claim
(62) IVell7: = ||<p||ﬂ§i1 Le. I(p)=0.

In fact, if the claim is not true, then by (61),

1
1913 < llel2Eh.

By the proof of Theorem 3.3, we know that sjp € N, which, together with the

definition of d in (14), implies

(63) J(sop) > d,
where
i1
. IVol?
S5 ﬁﬁz € (0,1).

”‘PHLgH
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On the other hand, since s3¢ € N, we get from the definitions of J in (12) and
I'in (13), s € (0,1), [V(-)||> is weakly lower continuous in H (), (60) that

J(spp) = 7(8¢)2||V<PH%2

( +1)
——||[Vy||%2
g? =y hmlnf Il
= d7

which contradicts to (63). So the claim is true, i.e.

. +1
lim [IV6x[Z2 = llell 7,

which, together with H{(£2) is uniformly convex and ¢ — ¢ in H}(Q) weakly,
implies ¢ — ¢ strongly in H}(Q). Then by (60), J(p) = d, which, together with
(62) and the definition of G in (34), implies ¢ € G, i.e., G # .

Second, we prove G C ®, where ® is the set defined in (27). For any ¢ € G, we
need to show ¢ € @, i.e. ¢ satisfies (26). Fix any v € H} () and s € (—¢,¢), where

€ > 0 is a small constant such that |¢ + sv||’£ﬁ1 > 0 for s € (—¢,¢). Let

IV (0 + sv)|12.

lo + sollEh,

(64) 7(s) :=

, S € (—€,6).

Then I(7(s)(¢ + sv)) = 0. So by the definition of N in (15), the set
A:={1(s)(p+ sv):s € (—¢,e)}

is a curve on N, which passes ¢ when s = 0. The function 7(s) is differentiable and

2-p
p—1
/ 1 [V (¢ + sv)||32 §—n
7'(s) = 1 p+1 (p+1)
p- ||g0+sv||Lg+1 ||<P+SUHLp+1

where
£ = 2/ V(g + sv) - Vodz| e + sv||1£ﬁ1,
) ;
=+ 1) [ Jallp + 50 o+ s0)ode |9 + )]
Q

Since (62), we get 7(0) = 1 and

1
(65) 7'(0) = T (2/ VoVudr — (p+ 1)/ x|‘7|<p|p_lapvdx> .
(p— 1)H<P||Lg+1 Q Q

2 _Tp+1(5)
|V (e+sv)|12 Pt

o(s) := J(7(s) (9 + 5v)) = TT()

Since 7(s)(p + sv) € N for s € (—¢,¢), T7(s)(¢ + sv)|s=0 = ¢, 0(0) = J(p) = d,
it follows from the definition of d that o(s) (s € (—¢,¢)) achieves its minimum at

lip+ 50l s € (e.)
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_ (0) —
s =0, then ¢'(0) = 0. So,

0=¢'(0) = 7(s)7' () V(¢ + sv) |72 + 7(5) /Q V(g +sv) - Vodr

s=0

—7(s)7'(s)llp + svll pis — 77 (s) / 2|7l + suP~ (o + sv)vde
7 Q

s=0
:/VQO-VUd.’IJ—/ 2|7 [P~ pudz.
Q Q

So, p € ¥, i.e. G C . Moreover, we have G C (®\ {0}) since ¢ # 0 for any ¢ € G.
Finally, in view of Definition 2.3 and J(¢) = d (V¢ € G), to complete the proof,
we only need to show
66 d= inf J
(66) ot (¢
In fact, by the above proof and (27), we have G C ® \ {0} C N. Then, in view of
the definition of d in (14), i.e.,

d= inf J
Jnf J(¢)
and J(¢) = d for any ¢ € G, we get (66). The proof is complete. O

Proof of Theorem 2.8. Let u = u(x,t) be the solution of problem (1) with initial
value ug satisfying J(ug) > d. We denote by Tyax the maximal existence of u. If u
is global, i.e. Thax = 00, we denote by
—————H}(Q
w(ug) = Ny>o{u(-,s) : s >t} " )
the w-limit set of ug.
(i) Assume ug € S, = {¢ € HL(Q) : 9z < Ap,I(¢) > 0} (see (20)) with
p > J(up). Without loss of generality, we assume u(-,t) # 0 for 0 < ¢ < Tppax. In
fact it there exists a to such that u(-,¢9) = 0, then it is easy to see the function v
defined as
] u(z,t), H0<t<tp;
v(w,t) = { 0, if t >t

is a global weak solution of problem (1), and the proof is complete.
We claim that

(67) I(u(-t)) >0, 0 <t < Tipax-

Since I(ug) > 0, if the claim is not true, there exists a tg € (0, Tinax) such that
(68) I(u(-,t)) >0, 0<t <ty

and

(69) I(u(-,t0)) = 0,

which together with the definition of N in (15) and the assumption that u(-,t) # 0
for 0 < t < Tax, implies u(-,t9) € N. Moreover, by using (68), similar to the
proof of (46), we have J(u(-,ty)) < J(ug), i.e. u(-,to) € J/) (see (17)). Then
u(-,to) € N7 (since N7(w0) = N n J7(®0)) and then luC, to)llaz = Agquo) (see
(19)). By monotonicity (see Remark 1) and p > J(up), we get

(70) [ul-sto)ll g = Ap-
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On the other hand, it follows from (24), (68) and ug € S, that
)23 < lwoll g < o
which contradicts (70). So (67) is true. Then by (24) again, we get
luC O)llg < lluollmg, 0 <t < Tiax,

which implies u exists globally, i.e. Thax = 00.
By (24) and (67), [lu(-,?)[/g; is strictly decreasing for 0 < ¢ < oo , so a constant
c € [0, [luol[ gz ) exists such that

tin -, 1y = e

Taking ¢ 1 oo in (24), we get

o 1
/ 1(u(- s))ds < 3 ([luolly ) < oo.
0 2 0
Note that I(u(-,s)) > 0 for 0 < s < 00, so, for any sequence {t,} satisfying t,, T co
as n T oo, if the limit limpqoo I(u(+,t,)) exists, it must hold
(71) liTm I(u(-,t,)) =0.

Let w be an arbitrary element in w(ug). Then there exists a sequence {t,}
satisfying t,, T 0o as n T oo such that

(72) u(-,t,) — w in HY () as n 1 oo.
Then by (71), we get
(73) I(w) = liTm I(u(-,tn)) = 0.

As the above, one can easily see
lwllry < Ao < Augys J(w) < J(uo),
—_——
=weJ/(uo)
which implies w ¢ N7, In fact, if w € N7 by (19), Ay, < wllzz a
contradiction. Since N7(#0) = N 0 J¥% and w € J7(0) we get w ¢ N. Therefore,

by the definition of N in (15) and (73), w = 0, then it follows from [lu(-,?)|[z; is
strictly decreasing and (72) that

tim fu, )l gy = i ot gy = ]y = 0.

(if) Assume ug € S? = {¢ € H3(Q) : |¢llmz > Ap, I(¢) < 0} (see (20)) with
J

p > J(ug). We claim that
(74) I(u(-,t)) <0, 0 <t < Thax.
Since I(ug) < 0, if the claim is not true, there exists a tg € (0, Tinax) such that
(75) I(u(-,t)) <0, 0<t <ty
and
(76) I(u(-,t0)) = 0.
Since (75), by (44) and u € C([0, Tiax), HE(Q)), we get
_pi1

IVu(:, to)llz2 > Cpo"™,
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which, together with the definition of N in (15), implies u(-,¢y) € N. Moreover, by
using (75), similar to the proof of (46), we have J(u(-,to)) < J(up), i.e. u(-,tg) €
J7(Wo) (see (17)). Then u(-,ty) € N7/®0) (since N/(%0) = N n J/(®0)) and then
uCsto)ll g < Aeuo) (see (19)). By monotonicity (see Remark 1) and p > J(uo),
we get

(77) ||u('7t0)HH(} < Ap-
On the other hand, it follows from (24), (75) and ug € S that
lu(, )y > lluollmy = Ay,

which contradicts (77). So (74) is true.

Suppose by contradiction that u does not blow up in finite time, i.e. Tix = 0.
By (24) and (74), [lu(-,t)|zy is strictly increasing for 0 < ¢ < oo. If the limit
limgoo [|u(t)|| g exists, i.e. there exists a constant ¢ € [[|ugl| gz, 00) such that

fin (Ol = &
Taking t 1 co in (24), we get
_/000 I(u(-,8))ds < % (E— Hu0||§{é> < 0.
Note —I(u(-,s)) >0 for 0 < s < o0, so, for any sequence {t,} satisfying ¢, T co as
n 1 oo, if the limit lim, 400 I(u(-,t,)) exists, it must hold
(78) 7111Tr£10 I(u(-,ty)) =0.

Let w be an arbitrary element in w(ug). Then there exists a sequence {¢,}
satisfying t,, T co as n T oo such that

(79) u(+,tp) — win HY(Q) as n 1 oo.

Since [|u(-,t)|| gy is strictly increasing, limetoo [[u(-,?)]| g exists and
tm s )l = B )l = el

Then by (78), we get

(80) I(w) = lim I(u(-,t,)) =0.

ntoo
By (24), (25) and (74), one can easily see
HwHHé > ||U’OHH6 > Ap > AJ(ug)» J(UJ) < J('LLO),
| —
=weJJ (wo)
which implies w ¢ N7 In fact, if w € N/®0) by (19), Ay, > Wl gz, a
contradiction. Since N7(#0) = N 0 J% and w € J/(“) we get w ¢ N. Therefore,

by the definition of V in (15) and (80), w = 0. However, this contradicts |[w|[z; >
A j(uo) > 0. So u blows up in finite time. The proof is complete. O

Proof of Theorem 2.9. Let u = u(z,t) be a weak solution of (1) with ug € W and
Timax be its maximal existence time, where W is defined in (36). By Theorem 3.7,
we know that I(u(-,t)) < 0 for 0 < ¢ < Tpax. Then by (8) and (24), we get

At
A +1

A
2 2 1 2
@) [Vul, 9z = Il )y = 3= lwollgs 0 <t < Tnax.
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The remain proofs are similar to the proof of Theorem 2.9. For any T* €
(0, Tmax), B > 0 and a > 0, we consider the functional F(t) again (see (52)).
We also have (53), (54), but there are some differences in (55), in fact, by (81) and
(25), we have

F"(t) = —2I(u(-,t)) + 28

(82) =(p— D||Vu(, )72 — 2(p+ 1) J (u(-,t)) + 28
MO0 2+ 1)) + 200+ (D) + 28, 01 < T
1+1 0
We also have (56) and (57). Then it follows from (56), (57) and (82) that
1
POF"(t) - = (' (1))

AMp—1
>F(t) (1)\(121)“0@6 —2(p+1)J(ug) — 2p5) ,0<t< T

If we take 8 small enough such that

1 (Al(p— 1)

< — 2, -
(53) 0< 5 < o (B ol - 20+ 1)),

then F(t)F"(t) — EEL(F'(¢))? > 0. Then, it follows from Lemma 3.1 that

_ F(0) _ T"luoliy + po
G N 0) (p—1)apB
Then for
ol 7y
(84) o€ (W,oo) ,
we get
. fa?

= o Dap — Juol,

Minimizing the above inequality for « satisfying (84), we get

T* 50[2

2
< Aol
= & Das— [wl,

ity 128
— (»-DB

Minimizing the above inequality for 5 satisfying (58), we get
8plluall
A (p—1 ’
(=17 (S22 ol - 200+ 1) (wo))

By the arbitrariness of T* < Tpax it follows that

T <

8plluoll?,

Tmax S )\ ( _1) .
(= 1) (S Juoll3, — 2(p +1)J (uo) )
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Proof of Theorem 2.10. For any M € R, let 7 C © and Q5 C €2 be two arbitrary
disjoint open domains. Let ¢ € H}(Q2) \ {0}, extending 1 to Q by letting ¢ = 0 in
Q\ Qq, then ¢ € H} (). We choose « large enough such that

2+ (p+1)
A(p—1)

For such o and v, we take a ¢ € Hg(Q1)\ {0} (which is extended to Q by letting
¢=0in Q\ Qq ie. ¢ € H}(2)) such that

(86) J(s30) = M — J (o)),

(85) o3 > M.

where (see Remark 5)

v [Ivel.
3= )
oL,
which can be done since
2(p+1)
. p—1 (Vo] "
J(s =
(539 = 24+ 1) <|¢||Lg+1

and ¢ can be chosen such that [Vl zz > ||| p+1.
By Remark 5 again,
(87) J({sp:0<s < o0}) = (—00,J(s50)].
By (87) and (86), we can choose s € [0,00) such that v := s¢ satisfies J(v) =
M — J(awp). Letting ug := v + arp € HE (), since ; and Qs are disjoint, we get
Tuo) = J(0) + J(o) = M
and (note (85))

AM(p—1)
T =M < D+ D)

Ai(p—1)

=m0 LD (||04¢||§{3 + ||U||§{3)
_ M1
2+ D(p+1)

Let u = u(x, t) be the weak solution of problem (1) with initial value ug given above.
Then by Theorem 2.9, v blows up in finite time. g

o2,

Jeuoll%s-
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