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GENERALIZATIONS OF SOME ORDINARY AND EXTREME
CONNECTEDNESS PROPERTIES OF TOPOLOGICAL SPACES
TO RELATOR SPACES

MUWAFAQ SALIH* AND ARPAD SZAZ

Dedicated to the memory of Jdnos Kurdics
who was the first to note that connectedness is a particular case of well-chainedness

ABSTRACT. Motivated by some ordinary and extreme connectedness prop-
erties of topologies, we introduce several reasonable connectedness proper-
ties of relators (families of relations). Moreover, we establish some intimate
connections among these properties.

More concretely, we investigate relationships among various minimalness
(well-chainedness), connectedness, hyper- and ultra-connectedness, door,
superset, submaximality and resolvability properties of relators.

Since most generalized topologies and all proper stacks (ascending systems)
can be derived from preorder relators, the results obtained greatly extends
some standard results on topologies. Moreover, they are also closely related to
some former results on well-chained and connected uniformities.

1. CONNECTEDNESS PROPERTIES OF TOPOLOGIES

By Thron [212, p. 18], topological spaces were first suggested by Tietze [213]
and Alexandroff [4]. They were later standardized by Bourbaki [18], Kelley [30]
and Engelking [52]. (For some historical facts, see also Folland [56] .)

If T is a family of subsets of a set X such that T is closed under finite intersec-
tions and arbitrary unions, then the family 7 is called a topology on X, and the
ordered pair X (7) = (X, T) is called a topological space.

The members of T are called the open subsets of X. While, the members of
F=Tc¢={A°: A e T} are called the closed subsets of X. And, the members
of T NF are called the clopen subsets of X.

Note that ) C 7 such that § =J @ and X = (] 0. Therefore, we necessarily
have {@, X} C T, and thusalso {0, X } C F. Consequently, {0, X} CTNF
is always true. That is, § and X are always clopen subsets of X.

According to [166, 169, 178, 182], the members of the family
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may be naturally called the fat subsets of X.

Hence, it is clear that £ # 0 if and only if X # (. Moreover, £ is a proper stack
on X in the sense that § ¢ £ and £ is ascending in X. That is, if A € £ and
ACBCX, then B €& also holds.

Moreover, it can be easily seen that
D:{AQX: AC¢5}:{A§X: V Beé&: AﬂB;é[Z)}.

Thus, D is just the family of all dense subsets of X.

For instance, if A C X such that there exists B € £ such that AN B = 0,
then B C A°. Hence, by using that & is ascending, we can infer that A¢ € &.
Therefore, A° ¢ & implies that ANB # () for all Be €.

Now, having in mind the poset (partially ordered set) P(X) of all subsets of
X, a topology 7 on X may be naturally called minimal and mazimal, instead of
indiscrete and discrete, if 7= {0, X} and 7 = P(X), respectively,

Moreover, by the celebrated Riesz-Lennes-Hausdorff definition of connectedness
[212, 216], the topology 7 may be naturally called connected ift TNF ={0, X }.
That is, the family of clopen sets is minimal.

On the other hand, by Steen and Seebach [158, p. 29], the topology 7 may be
naturally called hyperconnected if AN B # () for all A, Be€ T\ {0}. That is, the
family 7 \ {0} has a certain pairwise intersection property.

Hyperconnected topologies were formerly studied by Bourbaki [19, p. 119] and
Levine [97] under the names irreducible and dense topologies. It is noteworthy that
T is hyperconnected if and only if 7\ {#} C D, or equivalently £ CD.

Also by Steen and Seebach [158, p. 29], the topology T may be naturally called
ultraconnected if ANB # () for all A, B € F\{0}. Ultraconnected topologies were
formerly studied by Levine [95] under the name strongly connected topologies.

Following Kelley [80, p. 76], a topology 7 on X may be naturally called a door
topology if every subset of X is either open or closed. That is, P(X) = T U F.
Thus, unlike a door, a subset of X can be both open and closed.

While, according to Levine [96], a topology T on X may be naturally called a
superset topology if if every subset of X which contains a nonvoid member of 7 is
also in 7. That is, £ C T in our former notation.

Now, following Dontchev [38], a connected superset topology 7 on X may be
naturally called superconnected. The importance of this notion lies in the fact that
a topology 7 on X is superconnected if and only if £ =T\ {0}.

Moreover, by Bourbaki [18, p. 139] and Hewitt [73], a topology 7 on X
may be naturally called submazimal and resolvable if D C T and D\ E # 0,
respectively. Namely, D\ € # 0 if and only if A° € D for some A€ D.

For the various connectedness properties, also the real line R is the main source
of intuition. (Recall that its usual topology can be derived from both an order and
a metric.) However, to make nice pictures, one can rather use the plane C = R?2.

2. A FEW BASIC FACTS ON RELATIONS

In the sequel, the reader will actually be assumed to be acquainted only with the
most basic notions and notations concerning the elements of a fixed ground set X
and its power set P(X)={A: ACX}.
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For any a, b € X, the sets {a} ={z € X: z=a}, {a,b} ={a}U{b} and
(a, b) = {{a}, {a, b}} are called the singlelon, doubleton and ordered pair formed
from the elements a and b, respectively.

For any two sets X and Y, theset XXY ={(z,y): € X, ye Y} iscalled
the Cartesian product of the sets X and Y. And, any subset F of the product set
X xY is called a relation on X to Y.

In particular, a relation on X to itself is called a relation on X. And, for
instance, the sets Ax = {(z,2) : z € X} and X? = X xX are called the
identity and universal relations on X, respectively.

If F is a relation on X to Y, then by the above definitions we can also state
that F' is a relation on X UY. However, for several purposes, the latter view of
the relation F would be quite unnatural.

If F is a relation on X to Y, then for any x € X and A C X the sets
Flx)={yeY: (z,y) € F} and F[A] =U{F (x): z € A} are called the
images of x and A under F, respectively.

If (z,y) € F, then instead of y € F'(z), we may also write = F'y. However,
instead of F'[A], we cannot write F (A). Namely, it may occur that, in addition
to A C X, we also have A € X.

Now, the sets Dp ={z € X: F(z)#0} and Rpr = F[X] may be called the
domain and range of I, respectively. If in particular Dp = X, then we may say
that F'is a relation of X to Y, or that F is a non-partial relation on X to Y.

In particular, a relation f on X to Y is called a function if for each = € Dy
there exists y € Y such that f(x) = {y}. In this case, by identifying singletons
with their elements, we may simply write f(z) =y in place of f(z) = {y}.

Moreover, a function * of X to itself is called a unary operation on X. While, a
function * of X2 to X is called a binary operation on X. And, for any z, y € X,
we usually write z* and x =y instead of x(z) and *((z, y)).

If z is a function of a set I to X, then by using the values x; = z (i), with
i € I, we also define (z;);er = ¢ and {z;};c;r = «[I]. Thus, the function z
may also be considered as an indexed family of elements of X.

Now, for an indexed family (Ai)iel of subsets of X, thesets ();.; A; ={z €
X: Viel: z€A;} and U,c; Ai={zeX: Jiel: zeA;} maybe
called the intersection and union of the sets A;, respectively.

Moreover, by denoting by X! the family of all functions of I of to X, the set
Hie[ A, = {x eX': Viel: ;¢ Ai} may be called the Cartesian product
of the sets A;. Thus, in particular, we also have X! = [Lier X

If F'is arelation on X to Y, then we can easily see that ' =] . y {2} xF(z).
Therefore, the values F(z), where x € X, uniquely determine F. Thus, a relation
F on X to Y can also be naturally defined by specifying F'(z) for all z € X.

For instance, the complement F°¢ and the inverse F~! can be defined such that
Fé(z) =Y \F(z) forall z€ X and F~l(y)={z€ X: ye F(z)} forall y €Y.
Thus, we also have F¢= XxY \ F and F~'={(y,z)€eYxX: (z,y) € F}.

Moreover, if in addition G is a relation on Y to Z, then the composition GoF
can be defined such that (G o F)(z) = G[F(z)] for all * € X. Thus, we also
have GoF ={(x,2) e XxZ: JyeY: (z,y)eF, (y,z)eG}.

While, if G is arelation on Z to W, then the boz product FIXG can be naturally
defined such that (FXG)(z, z) = F(z) X G(z) for all z € X and z € Z. Note
that the box product can be defined for any family of relations.
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If F is arelation on X to Y, then a relation ® of Dp to Y is called a selection
relation of F if ® C F, i.e., ®(x) C F(z) for all x € Dp. By using the Axiom
of Choice, it can be seen that every relation is the union of its selection functions.

For a relation F' on X to Y, we may naturally define two set-valued functions
vr of X to P(Y) and @p of P(X) to P(Y) such that p.(x) = F(z) for all
ze€X and ®p(A)=F[A] forall ACX.

Functions of X to P(Y) can be identified with relations on X to Y. While,
functions of P(X) to P(Y) are more general objects than relations on X to Y.
They were briefly called corelations on X to Y in [194, 204, 205] .

Now, arelation R on X may be briefly defined to be reflexive on X if Ax C R,
and transitive if Ro R C R. Moreover, R may be briefly defined to be symmetric
if R~ C R, and antisymmetric if RN R~ C Ax.

Thus, a reflexive and transitive (symmetric) relation may be called a preorder
(tolerance) relation. And, a symmetric (antisymmetric) preorder relation may be
called an equivalence (partial order) relation.

For A C X, Pervin’s relation Ry = A? U A°x X, with A° = X \ A, is an
important preorder on X. While, for a pseudometric d on X, Weil’s surrounding
B, ={(z,y) € X?: d(z,y) < r}, with » >0, is an important tolerance on X.

Note that S4 = RaN RZI = RsNR4c = AN (AC)2 is already an equivalence
on X. And, more generally if A is a cover (partition) of X, then Sq = J ¢ 4 A?
is a tolerance (equivalence) relation on X.

Now, for any relation R on X, we may also naturally define R = Ay and
R™ = RoR"™ ! if n € N. Moreover, we may naturally define R> = J.2, R".
Thus, R is the smallest preorder relation on X containing R [65].

3. A FEW BASIC FACTS ON ORDERED SETS

If < is arelation on X, then motivated by Birkhoff [13, p. 1] the ordered pair
X (<) = (X, <) is called a goset (generalized ordered set) [184]. In particular, it
is called a proset (preordered set) if the relation < is a preorder on X.

Quite similarly, a goset X (<) is called a poset (partially ordered set) if the
relation < is a partial order on X. The importance of posets lies mainly in the
fact that any family of sets forms a poset with set inclusion.

A function f of one goset X (<) to another Y (<) is called increasing if 1 < xo
implies f (z1) < f (x2) for all z1, zo € X. The function f can now be briefly called
decreasing if it is increasing as a function of X (<) to the dual Y (>).

Moreover, a unary operation ¢ on a goset X = X (<) is called extensive,
intensive, involutive and idempotent if, under our former notations, ©° = Ay and
p2=poyp, wehave ¢ < ¢, < ?, 2 =" and p? = ¢, respectively.

In particular, an increasing extensive (intensive) operation is called a preclosure
(preinterior) operation. And, an idempotent preclosure (preinterior) operation is
called a closure (interior) operation.

Moreover, an extensive (intensive) idempotent operation is called a semiclosure
(semiinterior) operation. And, an increasing involutive (idempotent) operation is
called an involution (projection) operation.

If f is a function of one goset X to another Y and g is a function of ¥ to X
such that, for any x € X and y € Y, we have f(x) <y if and only if x < g(y),
then we say that f and g form a Galos connection between X and Y [33].
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While, if f is a function of one goset X to another Y and ¢ is an unary operation
on X such that, for any u, v € X, we have f(u) < f(v) if and only if u < ¢ (v),
then we say that f and ¢ form a Pataki connection between X and Y [184].

If f and g form a Galois connection between X and Y, then we also say that
f is a g—normal function of X to Y. While, if f and ¢ form a Pataki connection
between X and Y, then we also say that f is a p—regular function of X to Y.

Thus, if f is a g—normal function of X to Y and ¢ = g o f, then we can at
once see that f(u) < f(v) <= u<g(f(v) < u<(gof)(v) <= u<p(v)
for all w, v € X. Therefore, f is p-regular.

Conversely, if f is a ¢-regular function of X onto Y and g is a function of Y
to X such that ¢ = go f, then we can quite similarly see that f is g—mormal.
Thus, regular functions are somewhat less general than the normal ones.

However, if f is a p-regular function of one proset X to another Y, then we can
already prove that f is increasing, ¢ is a closure operation on X and f = f o .
Therefore, Pataki connections have to be investigated before the Galois ones.

In practical situations, we usually have an increasing function f of one poset
X to another Y, and try to find a function g of ¥ to X (or at least an unary
operation ¢ on X) such that f could be g—normal (¢-regular).

Galois and Pataki connections occur in almost every branches of mathematics.
They allow of transposing notions and statements from one world of our imagination
to another one. (For their theories and applications, see [14, 64, 59, 33, 36].)

Some examples and generalizations of Galois and Pataki connections can also be
found in [179, 183, 20, 194, 198, 202] and [190, 206, 209, 199, 203] . However, it is
frequently enough to consider such connections only for corelations.

For any corelation F on X to Y, we can easily define a corelation G on Y
to X such that G(B) = {z € X : F({z}) € B}. And, we can try to find
conditions on the corelation F' in order that F could be G—normal.

However, in the sequel, we shall only investigate the operation ® defined by
P(A)=(GoF)A) ={zeX: F({z}) CF(A)} forall AC X. Namely, if F
is union-preserving, then it will be a compatible closure operation on X.

4. A FEW BASIC FACTS ON RELATORS

Instead of open sets, Hausdorff [71], Kuratowski [85], Weil [215], Tukey [214],
Efremovic and Svarc [46, 47] , Kowalsky [83], Csészar [27], Doicinov [37], Herrlich
[72] and others [156, 76, 22, 125] offered some more powerful tools.

For instance, from the works of Davis [34], Pervin [139] and Hunsaker and
Lindgren [74], it should have been completely clear that topologies, closures and
proximities should not be studied without generalized uniformities.

Considering several papers and some books on generalized uniformities and their
induced structures, the second author in [162, 178, 180] offered relators (families
of relations) as the most suitable basic term on which analysis should be based on.

Thus, if R is a family of relations on X to Y (i. e, RCP (XXY)) , then R
is called a relator on X to Y, and the ordered pair (X,Y)(R) = ((X,Y),R)
is called a relator space.

If in particular R is a relator on X to itself, then R is simply called a relator

on X. Moreover, by identifying singletons with their elements, we write X (R)
instead of (X, X)(R). Namely, (X, X) = {{X}, {X, X}} ={{X}}.
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A relator R on X to Y, or a relator space (X,Y)(R), is called simple if
R = {R} for some relation R. Simple relator spaces X (R) and (X, Y)(R) were
called gosets and formal context in [197] and [59], respectively.

Moreover, a relator R on X, or a relator space X(R), may, for instance, be
naturally called reflexive if each member of R is reflexive on X. Thus, we may also
naturally speak of preorder, tolerance, and equivalence relators.

For instance, for a family A of subsets of X, the family R4 ={Ra: A€ A},
where Ry = A% U A°x X, is an important preorder relator on X . Such relators
were first used by Davis [34], Pervin [139] and Levine [99].

While, for a family D of pseudo-metrics on X, the family Rp = {BZ: r >0,
de D}, where B = {(z,y): d(z,y) <r}, is an important tolerance relator on
X. Such relators were first considered by Weil [215].

Moreover, if & is a family of partitions of X, then the family Rg = {S4 :
Ae S}, where Sy =] c4 A%, is an equivalence relator on X. Such practically
important relators were first investigated by Levine [98].

If x is a unary operation for relations on X to Y, then for any relator R on
X to Y we may naturally define R* = {R* : Re R} . However, this plausible
notation may cause confusions whenever, for instance, x = c.

In particular, for any relator R on X, we may naturally define R = {ROC :
R € R} . Moreover, we may also naturally define R? = { S C X?: S*eR}.
Namely, thus the operations co and 0 form a Galois connection.

Quite similarly, if * is a binary operation for relations, then for any two relators
R and S we may naturally define R xS = {R*S: ReR, Se S}. However,
this plausible notation may again cause confusions whenever, for instance, * = U.

Therefore, in the sequel we shall rather write RVS = {RUS : ReER,Ses }
Moreover, for instance, we shall also write RVR™* = {RUR™': R e R}.
Note that thus RVR ! is a symmetric relator such that RYVR-ICRVRL.

A function O of the family of all relators on X to Y is called a direct (indi-
rect) unary operation for relators if, for every relator R on X to Y, the value
RY =0O(R) is a relator on X to Y (on Y to X).

For instance, ¢ and —1 are involution operations for relators. While, oo and 9
are projection operations for relators. Moreover, the operation [1 = ¢, oo or 0 is
inversion compatible in the sense that RE~1 = R—10,

More generally, a function § of the family of all relators on X to Y is called a
structure for relators if, for every relator R on X to Y, the value Fr = F(R) is
in a power set depending only on X and Y.

For instance, if clg(B) = ({R"!B]: R € R} for every relator R on X
to Y and B C Y, then the function §, defined by §r = clg, is a structure for
relators such that §zr C P (Y)x X, and thus §z € P(P(Y)x X).

A structure § for relators is called increasing if R C & implies §r C Fs for
any two relators R and S on X to Y. And, § is called quasi-increasing if R € R
implies §r = §(ry € §r for any relator R on X to Y.

Moreover, the structure § is called union-preserving if SUiEI R, = Uiel SR,
for any family (R;);e; of relators on X to Y. It can be shown that § is union-
preserving if and only if §r = Jzcr §r for any relator R on X to Y [194].

By using Pataki connections, important closure operations for relators can be
derived from union-preserving structures. However, more generally, one can also
find first the Galois adjoint & of such a structure §, and then take Oz = o F.
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5. THE INDUCED PROXIMAL CLOSURE AND INTERIOR
Notation 5.1. In this and the next two sections, we shall assume that R is a
relator on X to Y.
Definition 5.2. For any A C X and B CY, we write:
(1) AeIntg(B) if R[A] CB forsome ReTR;
(2) AeClg(B) if R[A]NB#( forall ReR.

Thus, Clg and Intr are relations on P(Y) to P(X) which are called the
prozimal closure and interior relations generated by R, respectively.

Remark 5.3. The origins of these relations go back to Efremovié’s proximity ¢
[46] and Smirnov’s strong inclusion € [157], respectively.

While, the convenient notations Clg and Intg, instead of the more usual ones
dr and Eg, were first used by the second author in [162, 169, 167, 170].

For an easy illustration of the relation Clz, we can at once state
Example 5.4. If d is a function of X XY to [0, +c0], and
Ra={B!: r>0} with Bl ={(z,y) e XxY: d(z,y)<r},
then for any A C X and B CY we have
AeClg,(B) <= d(A,B)=0,
with d(A, B) =inf{d(z,y): z€ A, y€ B}. Thatis, A is near to B.

The forthcoming simple, but important theorems have been proved in
several former papers on relators written by the second author and his former PhD
students.

Theorem 5.5. For any B CY, we have
(1) Clr(B)=P(X)\Intg (Y\B);  (2) Intr(B)=P(X)\Clg (Y\B).

Remark 5.6. By using appropriate complementations, assertion (1) can be written
in the more concise form that Clg = (IntR oCy)c = (IntR)c oCy.

Theorem 5.7. We have

(1) Clg-1 = Clg'; (2) Tntg-1 = CyoIntyp'oCx.
Theorem 5.8. We have

(1) Clg(0)=0 and ClZ*(0)=0 if R#0D;

(2) Clg(B;) C Clr(By) if BiC By CY and Clz'(A)) C Cl3'(Ay) if
A C Ay C X.

Theorem 5.9. We have
(1) Intr(X)=P(X) and Intz"(0)=P(Y) if R#0;

(2) Intr(Bi) C Intr(Bs) if B1C B2 CY and Inty'(As) C Intg'(Ay) if
A C A CX.
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Remark 5.10. Conversely, it can be shown that, for any such relation Int on
P(Y) to P(X), there exists a nonvoid relator R on X to Y such that Int = Intg.
(See [169].) Thus, generalized proximity relations should not be studied without
generalized uniformities.

Theorem 5.11. We have

(1) CIR: m ClR,' (2) IHtR: U IHtR.
ReR ReR

Corollary 5.12. The mapping

(1) R — Clg is intersection-preserving;  (2) R — Intg is union-preserving.

6. THE INDUCED TOPOLOGICAL CLOSURE AND INTERIOR

Definition 6.1. In particular, for any z € X and B CY, we write:
(1) =z eclg(B) if {z} € Clg(B); (2) z €intr(B) if {z} € Intr(B).
Thus, clg and intg are relations on P(Y) to X which are called the topological

closure and interior relations generated by the relator R, respectively.

Now, by specializing Definition 5.1 and our former observations, we can easily
establish the following facts.

Example 6.2. Under the notations of Example 5.4, for any x € X and B C Y,
we have

rze€cgr(B) <= d(z,B)=0,

with d(z, B) = d({z}, B). That is, z is near to B.
Theorem 6.3. For any © € X and B CY, we have

(1) xe€intg(B) if and only if R(x) C B for some ReER;

(2) ze€clg(B) ifandonlyif R(x)NB#0 forall RER.
Corollary 6.4. For any ACX and BCY,

(1) Ae€Intgr(B) implies that A Cintr(B);

(2) Anclg(B)#0 implies that A € Clg(B).

Remark 6.5. Clearly, the converse implications need not be true. Thus, the rela-
tions Clgz and Inti are, in general, more powerful tools than clg and intg .

Theorem 6.6. For any B CY, we have
(1) clg(B)=X\intg (Y \ B); (2) intr(B)=X\clg (Y \B).

Remark 6.7. By using appropriate complementations, assertion (1) can be
written in the more concise form that clp = (intR OCy)C = (intR)c o Cy.

Theorem 6.8. We have
(1) cdg(@)=0 if R#0;
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Theorem 6.9. We have

(1) intr(X)=X if R#0;

(2) intgr(B;) Cintg(B2) if B1 C B CY.
Remark 6.10. Conversely, it can be shown that, for any such relation int on
P(Y) to X, there exists a nonvoid relator R on X to Y such that int = intg.

(See again [169].) Thus, generalized closure operations should not also be studied
without generalized uniformities.

Theorem 6.11. We have

(1) ClR: ﬂ CIR; (2) intR: U intR.
ReER RER

Corollary 6.12. The mapping

(1) R clg is intersection-preserving;  (2) R — intg is union-preserving.

Concerning the relations clg and intk , we can also prove the following
Theorem 6.13. For any B CY, we have

(1) cr(B) = RQRR_l[B] ; (2) intr(B)= RLEJRR_l[BC]“-

Corollary 6.14. Forany R€ R, AC X and BCY, we have
ACintgr(B) <= clg-1(A)C B.
Remark 6.15. This corollary shows that the mappings
A clp-1(A) and B — intg(B),
where A C X and B C Y, form a Galois connection between the posets P(X)
and P(Y).
This important closure-interior Galois connection, introduced first in [196], and

used in [202], is not independent from the more familiar upper and lower bound
Galois connection mentioned in [187].

7. THE INDUCED FAT AND DENSE SETS

Definition 7.1. For any B CY, we write:
(1) Beé&r if intg(B)#0; (2) BeDgr if clg(B)=X.

Thus, £€r and Dg are families of subsets of Y whose members are called the
fat and dense sets generated by the relator R, respectively.

Remark 7.2. The importance of the dense sets is well-established in topology.
However, the fat sets have formerly been explicitly used only by the second author
in [166, 169, 178, 182, 201].

At a Topological Symposium [166], the second author tried to persuade the
audience, without any success, that the fat and dense sets are, in general, much
better tools than the topologically open and closed ones.

Now, by using the corresponding properties of the relations clg and intg, we
can easily establish the following theorems which, together with the results of the
next section, will show the advantages of the fat and dense sets.
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Theorem 7.3. For any B CY, we have
(1) Be&r ifand onlyif R(x) CB forsome z€X and RER;
(2) BeDgr ifandonlyif R(x)NB#D forall z€X and RER.

Remark 7.4. Thus, in particular, we have R (x) € Eg and R (z)¢ ¢ Dg for all
reX and ReR.

Moreover, by using the notation U (z) = intx'(z) = { BC Y : z € intg(B)},
we can see that &r =, x Ur(T).

Theorem 7.5. For any B CY, we have
(1) BeDgr ifand onlyif X =R B] forall RER;
(2) Be&r ifand onlyif X # R™[B¢] for some RER.

Hint. Recall that, by Theorem 6.13, we have clg (B) = (\gzer R™'[B] for all
B CY. Therefore, clg(B) =X if and only if R™'[B]=X forall ReER.

Theorem 7.6. For any B CY, we have
(1) BeDr <= B ¢E&gr; (2) Beér < B¢ Dg.

Theorem 7.7. For any B CY, we have
(1) BeDgr ifandonlyif BNE#0 forall E€&g;
(2) Be&r ifandonlyif BND#0 foral DeDxg.

Hint. In principle this theorem can be derived from Theorem 7.6. However, it
can be more easily proved with the help of Theorem 7.3.

Theorem 7.8. We have
(1) 0¢Dr if X#0 and R#£0;
(2) BeDr and BCCCY imply C € Dy .
Theorem 7.9. We have
(1) Ye&ér if X#0 and R#0;
(2) Beér and BCCCY imply Ceér.
Remark 7.10. Conversely, it can be shown that if A is a nonvoid, ascending
family of subsets of a nonvoid set X, then there exists a nonvoid, preorder relator

on X such that A = Ex. (See [185].) Thus, stacks should not also be studied
without generalized uniformities.

Theorem 7.11. We have
(1) E&r= U Er; (2) Dr= () Dg.

RER RER
Corollary 7.12. The mapping
(1) R+ Er is union-preserving; (2) R — Dg is intersection-preserving.

Concerning the families &g and Dg, we can also easily prove the following
more particular theorems.
Theorem 7.13. The following assertions are equivalent :

(1) 0¢Dg; (2) Er#0;

(8) Ye&r; (4) Dr#PY); (5) X#0 and R#0.
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Theorem 7.14. The following assertions are equivalent :

(1) 0¢é&r; (2) Dr#0;

(3) Y €Dr; () Er#PY); (5) X=R7[Y] if RER.

Hint. Note that assertion (5), in a detailed form, means only that for any
r€ X and R€ R we have x € R7![Y]. That is, there exists y € Y such that

r€ R Y(y), i.e., y € R(x). Consequently, R(z) #0 forall z€ X and R€ R.
That is, X is the domain of each member of R .

Remark 7.15. If the assertions (5) of Theorems 7.13 and 7.14 hold, then the
relator R on X to Y, or the relator space (X, Y)(R), may be naturally called
non-degerated and non-partial, respectively.

In addition to Theorem 7.13 and 7.14, it is also worth mentioning that if in
particular R is £-simple in the sense that &g = &g for some relation S on X
to Y, then the stack £x has a base B with card (B) < card (X). (See Pataki
[134].)

8. THE INDUCED OPEN AND CLOSED SETS

Notation 8.1. In this section, we shall already assume that R is a relator on X.
Definition 8.2. For any A C X, we write:

(1) Aerr if AeIntg(A); (2) Aerr if A°¢ Clr(A).

The members of the families 7, and 75 are called the prozimally open and
closed sets generated by R, respectively.

Remark 8.3. The families 7, and 7 were first used by the second author in
[167, 169] .

In particular, the practical notation 7r has been suggested to the second author
by Janos Kurdics.

By using the results of Section 5, we can easily prove the following theorems
which, together with some forthcoming theorems, will show that the proximally
open and closed sets are also better tools than the topologically open and closed
ones.

Theorem 8.4. For any A C X, we have

(1) A€t ifand onlyif R[A]C A for some RER;

(2) A€rr ifand onlyif ANR[A] =0 for some RER.
Theorem 8.5. For any A C X, we have

(1) A€rr <= A°€ 1g; (2) Acerr < A€ 7.
Theorem 8.6. We have

(1) Fr="Tr-1; (2) T =TFr-1.
Theorem 8.7. If R #(, then

(1) {0, X} Crx; (2) {0, X} C 7r.
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Remark 8.8. Conversely, it can be shown that if A is a family of subsets of X
containing @ and X, then there exists a nonvoid, preorder relator R on X such
that A = 7. (See again [185].) Thus, minimal structures should not also be
studied without generalized uniformities.

Theorem 8.9. We have

(1) o= U 7a; 2) = U Fa.
ReR ReR

Corollary 8.10. The mappings R +— Tr and R — Fr are union-preserving.
Definition 8.11. For any A C X, we write:
(1) AeTr if ACintgr(A); (2) AeFr if clr(A) C A.
The members of the families 7z and Fg are called the topologically open and
closed sets generated by R, respectively.

By using the results of Section 6, we can easily prove the following theorems
which will already indicate some disadvantages of the topologically open and closed
sets.

Theorem 8.12. For any A C X, we have

(1) A € Tr if and only if for each x € A there exists R € R such that
R(x)C A;

(2) A€ Fr if and only if for each x € A° there exists R € R such that
ANR(z)=10.

Theorem 8.13. For any A C X, we have
(1) Ae Fr < A°€eTr; (2) AeTr <— A°ec Fr.
Theorem 8.14. We have
(1) 7= C Tr; (2) 7 C Fr.
Remark 8.15. In particular, for any R € R, we have
(1) 7 = Tr; (2) 7 = Fr-
Theorem 8.16. We have
(1) TR \{0} € &r ; (2) DrNFr C{X}.

Remark 8.17. Hence, by using global complementations, we can easily infer that
FrC (Dr) U{X} and Dr C (Fr) U {X}.
Theorem 8.18. For any A C X we have

(1) A€eér if VCA forsome VeTr\{0};

(2) AeDgr onlyif ANW #0 forall We Fr\{X}.

Hint. To prove (2), note that if W € Fr \ {X}, then W € Fg and W # X .
Therefore, W¢ € Tr and W€ # (). Hence, by using Theorem 8.16, we can infer
that W¢ € Ex . Therefore, if A € Dg , then by Theorem 7.7 we necessarily have
A\W=ANWe<#0).
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Theorem 8.19. We have

(1) DeFr if R#£0D; (2) AC Fr implies (A€ Fr.
Theorem 8.20. We have

(1) XeTr if R#0; (2) ACTr implies |J A€ Tr.

Remark 8.21. Conversely, it can be shown that if A is a family of subsets of
X such that X € A and A is closed under arbitrary unions, then there exists a
nonvoid, preorder relator R on X such that A = T, . (See again [185].) Thus,
generalized topologies should not also be studied without generalized uniformities.

Unfortunately, in contrast to Theorems 5.11, 6.11, 7.11 and 8.9, we can only
prove the following

Theorem 8.22. The mappings R — Tr and R — Fr are increasing.
Remark 8.23. Thus, in particular
(1) U Tr € Tr; 2 U Fr € Fr.

ReR ReR

9. FURTHER STRUCTURES DERIVED FROM RELATORS

Notation 9.1. In this section, we shall assume that R is a relator on X to Y.
Now, according to a former paper of the second author [180], we may also have
Definition 9.2. For forany AC X, BCY, z€ X, and y € Y we write:
(1) B€Ubgr(A) and A€ Lbgr(B) if AXxBC R for some RER;

(2) yeubgr(A) if {y} € Ubr(B); (3) z€lbgr(B) if {z} €Lbr(A).

Remark 9.3. Thus, for instance, we evidently have Lbr = Ubg -1 = Uble.
In particular, we may also naturally have the following
Definition 9.4. If R is a relator on X, then for any A C X we write:
(1) maxg(A)=AnNubgr(A); (2) ming(A)=ANlbg(A4);
(3) supg(A) = ming (ubg(4)); (4) infr(A) = maxg (Ibr(A)).
(5) Maxg(A) =P(A)NUbr(A); (6) Ming(A) =P(A) N Lbr(A),
(7) Supg(A) = Ming (Lbr(A)); (8) Infr(A) =Maxg(Ubg(4)).

)
(

Remark 9.5. Thus, for instance, it can be shown that
Ae€eUbgr(A) <= Aclbgr(4) <= AcMing(4) <= Achfr(4).

The following theorem, proved first in [180], shows that the present algebraic
structures are not independent of the former topological ones.

Theorem 9.6. We have
(1) le = intRcOCy 5 (2) thR = lecOCY N
(3) Lbr = IntgcoCy ; (4) Intir = LbgrcoCy .
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Proof. Forany Re R, AC X and BCY we have
AxBCR <= Va€A: BCR(a) < VYa€A: R(a)°C B¢
< VacA: R°a)CB° < R°[A]CB".
Hence, by the corresponding definitions, it is clear we also have
A€Llbr(B) < Achtgr(B°) <= Ac (Intr-oCy)(B).
Therefore, assertion (3), and thus in particular (1) is also true. O

Remark 9.7. By our former results, it is clear that the relations Clg , Intg , Ubg
and Lbg are equivalent tools in the relator space (X, Y)(R).

In this respect, it is worth mentioning that, by using nets instead of sets, we can
define some much stronger tools in the relator space (X, Y)(R).

Definition 9.8. A function z of a preordered set I' = I' (<) to the set X will
be called a I'-net in X. And, for any A C X, we shall say that:

(1) z is fatly in A if x71[A] is a fat subset of T';
(2) x is densely in A if x71[A] is a dense subset of T'.

Remark 9.9. Note that, by definition, 71[ A] is a fat subset of ' if and only if
z7!'[A] € E<. That is, by Theorem 7.3, there exists o € I' such < (a) C z71[A],
i.e., [a, +oo[ € z71[A]. That is, for each 8 > «, we have 8 € z71[A], i.e,
zg=uz(B) € A.

And quite similarly, z7'[A] is a dense subset of I' if and only if for each
o € I' there exists 8 > « such that zg € A. Therefore, instead of the terms
“fatly” and “densely”, we could also use the generally accepted terms “eventually”
and “frequently”.

Now, extending the ideas of Efremovié and Svarc[47] and the second author
[161, 162], we may also naturally have the following

Definition 9.10. For any two I'-nets z in X and y in Y, and a € X, we write:
(1) z € Limg(y) if the net (z,y) is fatly in each R € R;
(2) z € Adhgr(y) if the net (x, y) is densely in each R € R ;
(3) a€limg(y) if ar € Limg(y);  (4) a€adhgr(y) if ar € Adhr(y);

where ar means now the constant net (a)oer =I'x {a}.
Remark 9.11. Thus, by Remark 9.8 and the equalities

(2, Y)a = (2, y)(@) = (2(a), y(a)) = (Za’ Ya) ,

we have z € Adhg(y) if and only if, for each R € R and a € IT', there exists
B > « such that (zg, yz) € R.

Moreover, for an easy illustration of the relation Adhg , we can also state
Example 9.12. If d is a function of X xY to [0, +00], and
Ra={B%: r>0} with Bl={(z,y)eXxY: d(z,y)<r},
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then for any two nets x and y in X and Y, respectively, we have

zGAthd(y) <~ lim d(xomya):(]‘

a—r+00

Remark 9.13. Definitions 9.7 and 9.9 can be extended to the more general case
when I' = T'(U{) is an arbitrary relator space and x and y are relations on I" to
X and Y, respectively, in two natural ways.

Namely, in the latter case, beside the set 7 '[A] ={a €Tl : z(a)NA#0},
we may also naturally consider the set 7 ![A°]*={a €T : z(a)C A}.

However, to express the relation Clg in term of the relation Limg , preordered
nets are sufficient. Namely, we can prove the following

Theorem 9.14. For any A C X and B CY, we have A € Clg(B) if and only
if there exist nets x in A and y in B such that z € Limg(y) (:v € Ath(y)) .

Corollary 9.15. For any a € X and B CY, we have a € clg(B) if and only if
there exist a net y in B such that a € limg(y) (a € adhgr(y)) .

Moreover, it is also worth noticing that we also have the following

Theorem 9.16. For any I'-net y in Y, we have:
(1) limr(y)= ) lm R7'(ya);  (2) adhr(y)= N lim R™!(ya).

ReR a—o0 REeR @00

Remark 9.17. By Definition 9.10, it is clear that

Limg (y) = RQR Limg (y) and limg (y) = RQR limg (y) .

Thus, in particular the net y may, for instance, be naturally called convergence
Cauchy if limg(y) # @ for all R € R. Note that in this case y need not be
convergent in the sense that limg (y) # 0.

10. REGULAR STRUCTURES FOR RELATORS

Notation 10.1. In this and the next section, we shall assume that § is a structure
and O is a unary operation for relators on X to Y.

In accordance with our former terminology, we shall use the following

Definition 10.2. We say that:

(1) § is upper O-semireqular if Fr C Fs implies R C ST for any two
relators R and S on X to Y

(2) F is lower O-semiregular if R C sH implies §r C §s for any two
relators R and S on X to Y.

Remark 10.3. Now, the structure § may be naturally called O-regular if it is

both upper and lower [J-semiregular.

In this case, because of the fundamental work of Pataki [135], we may also say
that § and [ form a Pataki connection.

Recall that Pataki connections should actually be derived from the corresponding

Galois ones. However, in the sequel, we shall not need such Galois connections.
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Definition 10.4. For any relator R on X to Y, we define
RIS ={SCXxY: FsCgr}-

Thus, Oz is a direct unary operation for relators which will be called the Pataki
operation generated by the structure §.

Remark 10.5. Actually, this definition could only be naturally applied to increa-
sing or quasi-increasing structures for relators.

However, by using Definition 10.4, we can easily prove the following
Theorem 10.6. If § is O-regular, then O = O;.

Proof. By the corresponding definitions, for any relator R and relation S on X to
Y, we have

SeRY = {S}CRY = F5 CFr < FsCFr < SeRrUs.
Therefore, R = R | and thus the required equality is also true. O

Remark 10.7. Note that if, for instance, § is only lower [J—semiregular, then we
can only prove that RE C RYs for any relator R on X to Y.

From Theorem 10.6, we can immediately derive

Corollary 10.8. There exists at most one unary operation [ for relators such
that § s O-reqular.

In addition to Definition 10.2, we may also naturally use the following

Definition 10.9. The structure § will be called regular if it is [l-regular for some
unary operation [J for relators.

Namely, thus as an immediate consequence of Theorem 10.6, we can also state
Theorem 10.10. The following assertions are equivalent:

(1) § is regular; (2) § is Og-regular.

The appropriateness of our present definitions is also apparent from the following
Theorem 10.11. The following assertions are equivalent:

(1) Og is extensive;

(2) § is quasi-increasing ; (3) § is upper Ogz—semiregular.
Proof. If (2) holds and R and S are relators on X to Y such that Fr C §s,
then for any R € R we have not only §r C §r, but also §r C §s. Hence, by

Definition 10.4, it follows that R € SP5 . Therefore, R C S55 | and thus (3) also
holds.

On the other hand, if (3) holds and R is a relator on X to Y, then from the
trivial inclusion §r C §r, we can already infer that R C RUs . Therefore, (1)
also holds.

Finally, if (1) holds, then for any relator R on X to Y, we have R C RUs.
Therefore, for any R € R we also have R € RHU5 . Hence, by Definition 10.4, it
follows that §r C Fr . Therefore, (2) also holds. O

Now, as an immediate consequence of the latter two theorems, we can also state
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Corollary 10.12. The following assertions are equivalent :

(1) § is regular; (2) § is quasi-increasing and lower O g-semiregular.

Moreover, by using Theorem 10.11 and Definition 10.4, we can also easily prove
Theorem 10.13. If § is increasing, then
(1) Og is a preclosure ; (2) § is upper Oz-semireqular.

Proof. From Theorem 10.11, we can see that now Oz is extensive and (2) holds.
Moreover, if R and S are relators on X to Y such that R C S, then because
of the increasingness of § we also have §r C Fs. Hence, by Definition 10.4, it
is clear that RYs C SYs. Therefore, (3 is also increasing, and thus (1) also
holds. ]

Now, in addition to this theorem, we can also easily prove the following
Theorem 10.14. If § is union-preserving, then § is regular.

Proof. Note that a union—preserving structure is increasing. Thus, by Corollary
10.12, we need only show that § is lower [z—semiregular.

For this, suppose that R and S are relators on X to Y such that R C SUs
and Q € §r . Then, since §r = Jpcr Sr, there exists R € R such that Q € Fr.
Thus, since R € SUs | we also have R € SU5. Hence, by Definition 10.4, it follows
that §rg C §s. Therefore, we also have Q € §s. Consequently, §r C Fs. This
proves that § is lower [g—semiregular. O

11. FURTHER THEOREMS ON REGULAR STRUCTURES

The importance of regular structures lies mainly in the following
Theorem 11.1. If § is regular, then
(1) Og is a closure; (2) § is increasing;

(3) Sr =3zos for any relator R on X to Y.

Proof. From Theorem 10.10, we know that § is Og-regular. Hence, by Theorem
10.11, we can see that Oz is extensive. Therefore, R C RUs for any relator R
on X toY.

Thus, if R and S are relators on X to Y such that R C S, then by using
that S C SU5, we can see that R C ST also holds. Hence, by using the lower
Oz—semiregularity of §, we can infer that §r C §s. Therefore, (2) is true.

Now, from the inclusion R C RUs, by using (2), we can infer that §r C Sr05 -
Moreover, from the inclusion RHs € RUs | by using the lower Oz-—semiregularity
of §, we can infer that §,0; C §r . Therefore, (3) is also true.

On the other hand, from Theorem 10.12, we can see that [z is a preclosure
operation. Therefore, to prove (1), we need only show that Oz is idempotent.
For this, note that, by the extensivity of Oz, we have RYs ¢ RHUsUs . More-
over, by (3), we have §,o;0; = §r0; = Sr. Hence, by using the upper
Og-semiregularity of §, we can infer that RUsHs € RUs . Therefore, the corres-
ponding equality is also true. O
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Now, in particular, we can also easily prove the following

Theorem 11.2. The following assertions are equivalent :
(1) O is a closure; (2) O is O-regular;

(8) there exists a O-regular structure § for relators.

Proof. If (1) holds and R and S are relators on X to Y such that RY C SY,
then by the extensivity of [, we also have R C SY. Therefore, O is upper
O-semiregular. While, if R C S, then by the increasingness and the idempotency
of O, we also have RP C SPY = SYU . Therefore, O is lower [-semiregular.
Consequently, (2) also holds.

Now, since (2) trivially implies (3), we need only show that (3) also implies (1).
For this note, that if (3) holds, then by Theorem 10.6 we necessarily have 0 = O .
Moreover, by Theorem 11.1, Oz is a closure operation. g

From this theorem, by Theorem 10.6, it is clear that in particular we also have
Corollary 11.3. If { is a closure operation for relators, then ¢ = Oy .

Moreover, from Theorem 11.2, by using Theorem 11.2, we can immediately derive
Theorem 11.4. The following assertions are equivalent :

(1) § is regular;

(2) Oz is a closure, and for any two relators R and S on X to Y we have

FrC¥s <« RITC ST,
However, it is now more important to note that we also have the following

Theorem 11.5. The following assertions are equivalent :
(1) § is regular,

(2) & is increasing, and for every relator R on X to Y, S = RUs is the
largest relator on X to Y such that §s C §r -

Proof. If (1) holds, then by Theorem 11.1 the structure § is increasing, and for any
relator R on X to Y we have SRD% = §r. Moreover, if S is a relator on X to Y
such that §s C §r, then by using the upper Og-regularity of § we can see that
S € RYs . Thus, in particular, (2) also holds.

On the other hand, if (2) holds, and R and S are relators on X to Y such that
s C §r, then from the assumed maximality property of RHUs we can see that
S C RYs . Therefore, § is upper Ogz—semiregular.

Conversely, if R and S are relators on X to Y such that S € RUs | then by
using the assumed increasingness of § we can see that §s C SRDS . Hence, by the
assumed inclusion Spos € 8w, it follows that §s C §r . Therefore, § is also
lower Og-regular, and thus (1) also holds. O

From this theorem, by Theorem 11.1, it is clear that in particular we also have

Corollary 11.6. If § is regular, then for any relator R on X to Y, S =RUs
is the largest relator on X to Y such that §s = S$r .
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Finally, we note that, by [209, Theorem 32] and [135, Theorem 1.5], the
following two theorems are also true.

Theorem 11.7. The following assertions are equivalent :

(1) O is an involution,
(2) for any two relators R and S on X to Y, we have

RYCcS «— mRrcst.
Theorem 11.8. The following assertions are equivalent :

(1) O is a semiclosure,

(2)  for every relator R on X to Y, S =R is the largest relator on X to
Y such that RH =8H,

(8) there exists a structure § for relators such that, for every relator R on X
to Y, S=RU is the largest relator on X to Y such that Fr = §s .

Remark 11.9. Two relators R and S on X to Y may be naturally called §-
equivalent if §r =Fs -

Moreover, the relator R may be naturally called §-simple if it is F-equivalent
to a singleton relator.

Thus, the relator R is to be called properly simple, instead of simple, if it is
equal to a singleton relator.

12. IMPORTANT CLOSURE OPERATIONS FOR RELATORS

Notation 12.1. In this and the next section, we shall assume that R is a relator
on X to Y.

Definition 12.2. The relators

R*={SCXxY: 3 ReER: RCS},
R*¥={SCXxY: VACX: 3 ReR: R[A]CS[A]},
RN={SCXxY: VzeX: I ReR: R(z)CS(a)}
and
RA:{SQXXY: VeeX: 3 ueX: I ReR: R(u)gS(x)}

are called the wuniform, proximal, topological and paratopological closures (refine-
ments) of the relator R, respectively.

Thus, we can we easily establish the following two theorems.
Theorem 12.3. We have
RCR*CR¥CRNC R,
Theorem 12.4. We have

R*={S5CXxY: VaeeX: S(z)€ér};
RN={S5CXxY: VezeX: zecintr(Sk))};
R*¥={SCXxY: VACX: Aeltg(S[A])}.

Now, by using this theorem and Definition 10.4, we can also easily prove
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Theorem 12.5. We have
(1) R#* =RDm, (2) R"=RUm, (3) R®>=mRUe,

Proof. We shall only prove that RHUm= C R# . The proof of the converse inclusion,
and those of (2) and (3), will be left to the reader.

For this, we can note that if S € RUmt | then by Definition 10.4 S is a relation
on X to Y such that Intg C Intg, and so Intg(B) CIntg(B) forall BCY.

Thus, in particular, for any A C X, we have Intg(S[A]) C Intr(S[A]).
Hence, by using that A € IntS(S [A] ) , we can already infer that A € IntR(S
[A]). Therefore, by Theorem 12.3, S € R#¥ also holds. O

From this theorem, by using our former results, we can immediately derive
Theorem 12.6. #, A and A are closure operations for relators on X to Y.

Proof. From Theorems 5.11, 6.11 and 3.11, we know that the structures Int, int,
and & are union-preserving. Thus, by Theorems 10.14 and 11.1, the operations
One, ing and Og are closures. Therefore, by Theorem 12.5, the required asser-
tions are also true. O

Remark 12.7. By using the definition of the operation *, we can easily see that
x is also a closure operation for relators.

It can actually be derived, by a similar procedure, from the structure Lim.
While, the structure lim can lead only to the operation A.

Now, by using Theorems 12.3 and 12.6, we can also easily prove the following
Theorem 12.8. We have

(1) R#=(R*)* = (R¥)",

(2) RN = (RO)A = (RA)O with O = x and #,

(8) R®= (RO)A = (RA)<> with O =, # and A.
Proof. To prove (1), note that, by Theorems 12.3 and 12.6, we have

R*¥C(R#*)"CR#¥#=R#*  and R¥CR'# CR#¥# =R#.

Therefore, the corresponding equalities are also true. (|

Now, since the structures Int, int, and £ are union-preserving, by Theorems
12.5 and the corresponding results of Sections 10 and 11, we can also state the
following two theorems.

Theorem 12.9. For any relator S on X to Y, we have:

(1) SCRY <— S*CRY <= EsCE&r <= DrCDs;

(2) SCR" — S"CR" < intsCintg <= clg Ccls;

(3) SCR#* +—= S*¥CR#¥ <= IntsCIntg <= ClgCCls.
Remark 12.10. From (3), by using that Lbgr = IntgcoC, we can easily see that

Lbr CLbs <= IntrcoC CIntgcoC <=
Intge C Intge <= R°CS¥ «— R CS"e.
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Therefore, under the notation @ = c+#c, the structure Lb is @-regular. Thus,
by Theorem 10.6, Oy}, = @ . Moreover, by Theorem 11.1, @ is a closure operation
for relators.

The letter fact can also be easily proved directly by using that c¢ is an involution
and # is a closure operation.

Theorem 12.11. The following assertions are true :

(1) 8§ =TR" isthe largest relator on X to Y such that Es C Er ( Es = 573) ,
or equivalently Dr C Dg ( Dr = Dg) ;

(2) S=TR" is the largest relator on X to Y such that ints C intg (ints =
intR) , or equivalently clr C clg (clR = clg) ;

(3) S=R¥ is the largest relator on X to Y such that Ints C Intg ( Ints =
IntR) , or equivalently Clg C Clg (CIR = 015) .

Remark 12.12. To prove similar results for the operation =, the structures Lim
and Adh have to be used.

13. FURTHER RESULTS ON THE OPERATIONS A AND A

A preliminary form of the following theorem was already proved in [162].

Theorem 13.1. If R is nonvoid relator on X to Y, then for any B CY we
have :

(1) Intgrn(B) =P (intg(B)); (2) Clgr(B)="P(clr(B)°)".
Proof. If A € P(intR(B)), then A C intg(B). Therefore, by Theorem 6.2, for
each x € A there exists R, € R such that R, (z) C B. Now, by defining
S(z)=Ry(z) forall ze€A and S(z)=Y foral zeA°

we can see that S € R” such that S[A] C B. Therefore, by Definition 5.2, we
also have A € Intgn (B). Consequently, P (intg(B)) C Intra (B).
The converse inclusion follows immediately from Corollary 6.4 and Theorem

12.11. Moreover, (2) can, in principle, be immediately derived from (1) by using
Theorems 5.5 and 6.6. g

Hence, by using Definitions 8.2 and 8.11 and Theorem 8.9, we can easily infer

Corollary 13.2. If R is a nonvoid relator on X, then

(1) Ton=Tr= U Tr, (2) Fern=Fr= U Fr-.
ReRN RERNA

Hence, by using Definition 12.2 and Theorem 12.8, we can immediately derive

Corollary 13.3. If R is a nonvoid relator on X, then

(1) TRA:TRA 5 (2) 'FRA:.FRA.
Proof. By Definition 12.2, it is clear that X2 € R*, and thus R* # (. Hence, by
using Corollary 13.2 and Theorem 12.8, we can see that Trs = Tran = Tra . O

Remark 13.4. Note that if R = @, but X # (), then by Definition 12.2 we
have R% = (). Hence, by Theorems 8.4 and 8.12, we can see that 7z» = (), but
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Trs = {0}. Therefore, in this case, the equalities stated in Corollary 13.3, and
thus also those stated in Theorem 13.1 and Corollary 13.2 do not hold.

In addition to Theorem 13.1, we can also easily prove the following

Theorem 13.5. If R is a nonvoid relator on X to Y, then for any B CY we
have :

(1) Intga(B):{(/)} if B¢€R and Intga(B):P(X) if BeEE&Er;
(2) Clgs(B)=0 if B¢Dr and Clgs(B)=P(X)\ {0} if BeDx.

Proof. If A € Intgs(B), then there exists S € R* such that S[A] C B.
Therefore, if A # 0, then there exists * € X such that S(x) C B. Hence,
since S (z) € Er, it follows that B € Eg . Therefore, the first part of (1) is true.

To prove the second part of (1), it is enough to note only that if B € g, then
R=XxB e R" suchthat R[A] C B, and thus A € Intg.(B) forall AC X.

Now, to complete the proof, it remains only to note that (2) can, in principle, be
immediately derived from (1) by using Theorem 5.5. O

From this theorem, by using Definition 6.1, we can immediately derive

Corollary 13.6. If R is nonvoid relator on X to Y , then for any B CY, we
have :

(]) ClRA(B):® if B%’D'R and CIRA(B):X if BeDg;
(2) intgra(B)=0 if B¢Er and intra(B)=X if Beég.

Now, by using this corollary, we can also easily prove the following

Corollary 13.7. If R is a relator on X, then
(1) Tre = ErU{0}; (2) .FRAZ(P(X)\DR)U{X}.

Proof. If A€ Tre \ {0}, then @ # A Cintg(A). Hence, if R # (}, then by using
Corollary 13.6 we can infer that A € &g . Therefore, Trs \ {0} C Er, and thus
Trs CER U {@} .

Conversely, if R # (0 and A € £, then by Corollary 13.6 we have A C X =
intgas (B), and thus A € Tra . Therefore, Er C Tra . Hence, since ) € Trs is
always true, we can infer that &g U {0} C Tga, and thus (1) also holds.

On the other hand, if R =@, then by Definition 12.2 we can see that
RA=0 if X#0 and Re={0} if X=0.

Therefore, by Theorem 8.12, we have Trs = {0} . Moreover, by Theorem 7.3, we
can see that &g = (), and thus (1) also holds. O

Now, by using this corollary, we can also easily prove the following
Corollary 13.8. If R is a non-partial relator on X, then
(1) &r =Tre \{0}, (2) Dr=(P(X)\Fre)U{X}.

Proof. Recall that by Remark 7.15 and Theorem 7.14, we now have () ¢ £z . There-
fore, assertion (1) of this corollary follows from that of Corollary 13.7.
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Moreover, by (1) and Theorems 7.6 and 8.13, for any A C X we have
AeDr = A°¢Er — A°¢Tra\{0} <= A°¢Tre or A°=10
— A¢Frs or A=X <= A€ (P(X)\Frs)U{X}.
|

14. THE IMPORTANCE OF THE OPERATIONS oo AND 0O

Notation 14.1. In this and the next three sections, we shall already assume that
R is a relator on X.

Concerning the operation oo, we shall first prove the following
Theorem 14.2. The following assertions hold :

(1) oo is a closure operation for relations on X;

(2) for any two relations R and S on X, we have

SCR® < SYCR® < 71,C71¢ < FzC Fs;

(8) for any relation R on X, S = R™ is the largest relation on X such that
TR C Tg (TR = TS) , or equivalently Fp C Fg (7=R = 715) .
Proof. We shall only prove that, for any two relations R and S on X,

(a) 7o C 75 implies S C R>; (b) S C R implies 7, C 75.

Therefore, the function §, defined by §r = P (X) \ 75 for all relation R on X, is
an oo-regular structure for relations. Thus, analogously to the results of Section
12, the remaining assertions of the theorem can also be proved.

To prove (a), note that if € X, then because of the inclusion R C R> and
the transitivity of R*° we have

R[R®(z)] C R®[R®(z)] = (R 0 R®)(x) C R®(x).

Therefore, by Theorem 8.4, R*(x) € 7 . Now, if 7, C 75 holds, then we can see
that R*(z) € 75, and thus S[R>*(z)] C R*®(z). Hence, by using the reflexivity
of R, we can already infer that S(z) C R°°(z). Therefore, S C R* also holds.

While, to prove (b), note that if A € 7, then by again Theorem 8.4 we have
R[A] C A. Hence, by induction, we can see that R"[A] C A for all n € N.
Now, since R°[A] = Ax[A]= A also holds, we can already state that

Re[A] = <©O R”)[A] [':jo RMA] C E:'jOA:A.

Therefore, if S C R* holds, then we have S[A] C R*[A] C A, and thus A € 74
also holds. O

Remark 14.3. A preliminary form of this theorem and the fact that
R®(x)=N{A€mz: €A}

for all z € X, and thus R™® = [ {Ra: A€ 7r}, were first proved by Mala
[107].

Now, as an immediate consequence of Theorems 8.9 and 14.2, we can also state



494 MUWAFAQ SALIH AND ARPAD SZAZ

Theorem 14.4. We have
(1) T = Treo = Tr# ; (2) Fr = Froo = Fr#;
(8) Tr = Treo#t = Tp#oo ; (4) Fr = Froo# = Fri#oo .
Proof. To prove (1), recall that R* = {R> : R € R}. Thus, by Theorems 8.9

and 14.2, we have 7% = Upcr T = Urenr Tre = Tre . Moreover, by Theorem
12.11, we have Intg = Intp# , and thus also 7 = T4 . g

Remark 14.5. Concerning the operation oo, one can also prove that
However, it is more important to note that now we can also prove the following
Theorem 14.6. We have
R =R#7.

Proof. If S € R#?, then by the definition of & we have S> € R#. Hence, by
using Theorems 14.2 and 14.4, we can see that 74 = 7400 C T,# = Tr . Therefore,
by Definition 10.4, S € RY also holds.

Conversely, if S € RU7 | then Definition 10.4 S is a relation on X to Y such
that 74 C 7. Moreover, if A C X, then by using that S C S and S is
transitive, we can note that

S[S5®[A]] C 8= [5®[A]] = (5% 0 5®)[A] CS®[A],

and thus S*®°[A] € 75. Therefore, by the inclusion 74 C 7, for any A C X we
also have S®[A] € 7, and thus S*®[A] € Intr (S>°[A]). Hence, by using that
A C 8> [A], we can infer that A € Intr(S>[A]) also holds. Therefore, by
Theorem 12.4, S € R#, and thus S € R#? also holds. O

Now, analogously to the results of Section 12, we can also easily prove
Theorem 14.7. The following assertions hold :
(1) #0 is a closure operation for relators on X;
(2) for any relator S on X, we have
SQR#‘9 <= S#BQR#H <— TsCTr < FsC Fr;
(8) S= R#9 s the largest relator on X such that 75 C T (TS = TR) , or

equivalently 7s C 7 (Fs =7x) .

By using the definition of 0, and our former results, this theorem can be refor-
mulated in the following more convenient form.

Theorem 14.8. The following assertions hold :
(1) # o0 is a projection operation for relators on X;
(2) for any S on X, we have
S® CR#* «— SHFPCR#® «— 71,C71, < F5C 7r.

(3) S =R#>® is the largest preorder relator on X such that s C Tx (Ts =
=), or equivalently 7s C Fr (Fs =Fr).
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Remark 14.9. It can be shown that the following assertions are also equivalent :
(1) S> CR¥; (2) S#> CR¥, (3) S®# C R™#.

The advantage of the projection operations # oo and oo# over the closure
operation # d lies mainly in the fact that, in contrast to # 0, they are stable in
the sense that they leave the relator { X2} fixed.

15. FURTHER THEOREMS ON THE OPERATIONS oo AND O

In addition to Theorem 14.6, we can also easily prove the following
Theorem 15.1. We have
RDT _ R/\O )

Proof. If R # 0, then by Definition 10.4, Remark 8.15, Corollary 13.2 and Theo-
rems 14.7 and 12.8, it is clear that, for any relation S on X, we have

SERUT «—= TeCTr = 7sC 7o <= SR — §ecRN,

While, if R =), then by using Theorem 8.12 we can see that Tg = {0}. Thus,
by Definition 10.4, we have

RIT={SCX?: TsCTr}={9CX*: TsC{0}}.

Hence, since X € Tg for any relation S on X, it is clear that

RET =0 if X #0 and RUT ={0} if X=0.
Moreover, if R = (), then by using Definition 12.2, we can see that
RMN=0 if X#0 and RN ={0} if X=0.
Hence, since R"? = {S C X2: S c R"}, it is clear that
RN =0 if X #0 and RN ={0} if X=0.
Therefore, the required equality is also true if R = 0. |

Unfortunately, the structure 7T is not union-preserving. Namely, we have
Example 15.2. If 27 € X and z2 € X \ {21}, and
2

for all 4 =1, 2, then it is clear that R = { Ry, R2} is an equivalence relator on
X. Moreover, by using Theorem 8.12, we can easily see that

{xl,xQ}GTR\(TRluTRQ), and thus Tr € Tr, UTR,
Therefore, in contrast to Theorem 14.7, we can only prove the following
Theorem 15.3. The following assertions are true:
(1) AO is a preclosure operation for relators on X;
(2) for any two relators R and S on X, we have

TsCTr <= FsCFrp = S 'CR" = S"?C R
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Proof. From Theorem 8.22, we know that the structure 7 is increasing. Thus,
by Theorem 10.13, O is a preclosure operation for relators and 7T is upper
07 semiregular. Thus, in particular, Ts»~ C Tr implies S € RY7. Hence,
since Ts = Ts» and RU7T = RM? | we can already see that 7g C T implies
SN C R"NP. Moreover, since 0 is a projection (modification) operation for rela-
tors, we can also note that S* C R"? — SN C RN99 — SN C RN OO

Remark 15.4. If card(X) > 2, then by using the equivalence relator R :{ X2}
Mala [107, Example 5.3] proved that there does not exist a largest relator S on
X such that Tr = Ts.

Moreover, Pataki [135, Example 7.2] proved that Trro € Tr and AQ is not
idempotent. (Actually, it can be proved that R 9" ¢ R"? also holds [183,
Example 10.11] .)

Thus, by Theorem 11.1, the increasing structure 7 is not regular. Moreover,
by Theorems 11.2, there does not exist a structure § for relators such that § is
A d-regular. And, by Theorem 11.8, there does not exist a structure § for relators
such that, for every relator R on X, S = R"? is the largest relator on X such
that Tr = Ts .

However, from Theorem 14.8, by using Corollary 13.2, we can easily derive

Theorem 15.5. The following assertions are true:
(1) Aoo is a modification operation for relators on X ;
(2) for any two nonvoid relators R and S on X, we have
TsCTr &= FsCFr &= S CR"N &= S'*®CR"N;

(3) for any nonvoid relator R on X, S =R"™ is the largest preorder relator
on X such that Ts € Tr (Ts =Tr), or equivalently Fs C Fr (Fs=Fr).

Proof. To prove (2), note that by Corollary 13.2 and Theorem 14.8, we have
Ts CTr <= Tpr CTen = S \®CRN — §\#XCRN>,

Moreover, by Theorem 12.8, we have R # = R”" and also S"# = S/. O

Remark 15.6. In the light of the several disadvantages of the structure 7, it is
rather curious that most of the works in topology and analysis have been based
on open sets suggested by Tietze [213] and Alexandroff [4], and standardized by
Bourbaki [18], Kelley [80] and Engelking [52].

Moreover, it also a very striking fact that, despite the results of Pervin [139],
Fletcher and Lindgren [55], and the second author [185], minimal structures,
generalized topologies and stacks are still intensively investigated by a great number
of mathematicians without using generalized uniformities.

16. REFLEXIVE AND TOPOLOGICAL RELATORS

The subsequent definitions and theorems on a relator R on X have been mainly
taken from [167, 209].

Definition 16.1. The relator R is called reflezive if each member R of R is a
reflexive relation on X.
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Remark 16.2. Thus, the following assertions are equivalent :
(1) R is reflexive;
(2) z€R(z) forall x € X and ReR;
(3) ACR[A] forall ACX and RER.

The importance of reflexive relators is also apparent from the following two
obvious theorems.

Theorem 16.3. The following assertions are equivalent :
(1) R is reflexive;
(2) ACclgr(A) forall ACX; (3) intr(A)C A forall ACX.

Proof. To prove the implication (3) = (1), note that, for any x € X and Re R,
we have R(z) C R(z), and thus z € intg(R(x)). Therefore, if (3) holds, then
x € R(x), and thus (1) also holds. O

Remark 16.4. In addition to this theorem, it is also worth mentioning that the
relator R is reflexive if and only if the relation dg = [ R is reflexive. Namely, by
using Theorem 6.13, we can show that clg(z) = d5'(z) for all € X.

Theorem 16.5. The following assertions are equivalent :
(1) R is reflexive;
(2) Aentg(B) implies ACB forall A,BCX;
(3) ANB#0 implies A€ Clg(B) forall A, BC X.

Remark 16.6. In addition to the above two theorems , it is also worth mentioning
that if R is reflexive, then

(1) Intg is a transitive relation;

(2) B € Clg(A) implies P(X)=Clg(A4)°UCl5z (B);

(3) intr(A\intr(A)) =0 and intr(clr(A)\A)=0 forall ACX.
Thus, for instance, for any A C X we have A € Fr if and only if clg(A)\A € Tr .
Definition 16.7. We say that:

(1) R is quasi-topological if x € intg (intR(R(:c))) for all x € X and
ReR;

(2) R is topological if for any = € X and R € R there exists V € Tr such
that x € V C R(x).

The appropriateness of these definitions is already quite obvious from the
following four theorems.

Theorem 16.8. The following assertions are equivalent :
(1) R is quasi-topological ;
(2) clr(A) e Fr forall ACX;
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(3) intr(A)eTr forall ACX;
(4) intg(R(z)) € Tr forall € X and RER.

Theorem 16.9. The following assertions are equivalent :
(1) R is topological ; (2) R is reflexive and quasi-topological .

Remark 16.10. By Theorem 16.8, the relator R may be called weakly (strongly)
quasi-topological if clg (z) € Fr (R(z) € Tr) forall z € X and RER.

Moreover, by Theorem 16.9, the relator R may be called weakly (strongly)
toplogical if it is reflexive and weakly (strongly) quasi-topological.

Theorem 16.11. The following assertions are equivalent :
(1) R is topological ;
(8) imtgr(A)=U TrNP(A) foral ACX;
(3) cr(A)=N FrNP1(A) forall ACX.

Now, as an immediate consequence of this theorem, we can also state

Corollary 16.12. If R is topological, then for any A C X, we have
(1) A€ &Er if and only if there exists V € Tr \ {0} such that V C A;
(2) Ae€Dr if and only if for all W € Fr\{X} we have A\W #0.

However, it is now more important to note that we can also prove the following
Theorem 16.13. The following assertions are equivalent :

(1) R is topological ;

(2) R is topologically equivalent to RN ;

(8) R is topologically equivalent to a preorder relator on X .
Proof. To prove the implication (1) = (3), note that if (1) holds, then by
Definition 16.7, for any * € X and R € R, there exists V € Tr such that
x € V C R(z). Hence, by considering the Pervin relator

S=Rp ={Rv: VeTr}, where Ry =V2UV®xX,
we can note that R C S, and thus R” C S = S”. Moreover, since
Ry(x)=V if zeV and Ry(z)=X if zeVe

we can also note that S C R”, and thus S" C R = R". Therefore, we actually
have R = 8", and thus R is topologically equivalent to S. Hence, since S is a
preorder relator on X, we can already see that (3) also holds. O

17. PROXIMAL RELATORS

For a relator R on X, in addition to Definition 16.7 and Remark 16.10, we may
also have the following

Definition 17.1. We say that:

(1) R is semi-prozimal if A € Intg[Intg (R[A])] forall A C X and
ReR;

(2) R is quasi-prozimal if A€ Intg[7x NIntg (R[A])] forall AC X and
ReR;

(3) R is prozimal if for any A C X and R € R there exists V € 7, such
that A C V C R[A];

(4) R is weakly prozimal if for any = € X and R € R there exists V € 75
such that z € V C R (z).
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Remark 17.2. Hence, it is clear that “quasi-proximal” implies “semi-proximal”,
and “proximal” implies “weakly proximal”. Moreover, since 7 C T, we can also
note that “weakly proximal” implies “topological”.

Furthermore, by using the corresponding definitions, we can also easily see that
the relator R is quasi-proximal if and only if, for any A C X and R € R, there
exists V € 7 such that A € Intg(V) and V € Intg (R[A]).

The appropriateness of definitions (2) and (3) is also quite obvious from the
following analogues of Theorems 16.9, 16.10 and 16.13.

Theorem 17.3. The following assertions are equivalent :

(1) R is prozimal; (2) R is reflexive and quasi-prozimal .
Proof. To prove the implication (1) = (2), note that if (1) holds, then for any
A C X and R € R, there exists V € 7, such that A C V C R[A]. Hence,

since A may be {z} for any z € X, and 7 C Tr, we can see that R is not only
reflexive, but also topological.

Moreover, since V' € 7, we can also note V € Intr (V). Hence, by using that
ACV and V C R[A], we can already infer that the inclusions A € Intx (V') and
Ve IntR( R[A] ) are also true. Therefore, by Remark 17.2, R is quasi-proximal,
and thus (2) also holds. O

Theorem 17.4. The following assertions are equivalent :
(1) R is proximal;
(2) Intr(A)=N{P(V): ADVers} forall ACX;
(3) Clr(A)=N{PX)\P(W): ACWEeTe} forall ACX.

Proof. To check the equivalence of (1) and (2), note that, for any 4, B C X, we
have Be ({P(V): ADV €7} if and only if there exists V € 7 such that
V C A and B C V. Thus, in particular, ({P(V): A2V €7z} CIntg(A) is
always true.

Moreover, if A C X and R € R, then because of R[A] C R[A], we always
have A € Intg (R[A]). Therefore, if the essential part of (2) holds, then there
exists V € 7 such that V' C R[A] and A CV, and thus (1) also holds. O

Thus, since P(A) ={B: BC A} and P(A) = Inta, (A), we can also state
Corollary 17.5. The following assertions are equivalent :

(1) R is proximal;

(2) Intr(A)=7P[r=NP(A)] forall ACX;

(3) Intr(A)=Inta, [T= NInta, (A)] forall ACX.

However, it is now more important to note that we also have the following
Theorem 17.6. The following assertions are equivalent :

(1) R is prozimal;

(2) R is prozimally equivalent to R> or R#*>;

(8) R is prozimally equivalent to a preorder relator on X.
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In principle, each theorem on topological and quasi-topological relators can be
immediately derived from a corresponding theorem on proximal and quasi-proximal
relators by using the following two theorems.

Theorem 17.7. The following assertions are equivalent :
(1) R is quasi-topological ;
(2) R is semi-proximal ; (8) R is quasi-proximal ;

(4) {z} € Intgs [Intrr (R(z))] forall z€ X and RER.

Proof. 1f (4) holds, then for any z € X and R € R there exists V € Intgn (R(z))
such that {x} € Intga (V). Hence, if R # 0, then by using Theorem 13.1 we can
infer that @ € int (V) and V C intg ( R(x)) . Therefore, = € intx (intz (R(z))),
and thus (1) also holds.

Conversely, assume now that (1) holds and A C X and S € R”". Define
V =intg (S[A]). Then, if R # 0, by Theorem 16.8 and Corollary 13.2, we have
V € Tr = Tr~ . Moreover, since V C intg (S[A]), by Theorem 13.1 we also have
V € Intgrn (S[A]). Therefore, V € 7rn NIntrn (S[A]).

On the other hand, since S € R” and S[A] C S[A], we can also note
that A € Intga(S[A]). Hence, by using Theorem 13.1, we can infer that
A C intg(S[A]) = V. Moreover, since V € Tgrr, we can also note that
V € Intgn (V). Hence, since A CV, we can infer that A € Intg (V). Therefore,
since V € 7xa ﬂIntRA(S[A]) , we also have A € Intga [TR/\ N Int g (S[ Al )] .
This shows that (3) also holds. Moreover, it is clear that (3) = (2) = (4).

Thus, to complete the proof it remains only to note that if R = (), then R is
topological. Moreover, R" =@ if X # 0 and R = {0} if X =0. Thus, R" is
proximal. 0

Now, as an immediate consequence of Theorems 17.3 and 17.7, we can also state
Theorem 17.8. The following assertions are equivalent :

(1) R is topological, (2) R”" is prozimal.
Remark 17.9. From Definition 12.2, it is clear that the relator R”" is reflexive if
and only if R is reflexive.

However, if R € { X2}, then there exists R € R such that R # X 2. Therefore,

there exist x, y € X such that = ¢ R(z). Thus, S = {2} xR (y) U{z}°xX is a
non-reflexive relation on X such that S € R%. Therefore, R cannot be reflexive.

18. SOME BASIC FACTS ON THE ELEMENTWISE UNIONS OF RELATORS

Definition 18.1. For any two relators R and S on X to Y, the relator
RvS={RUS: ReR, S€§}
is called the elementwise union of the relators R and S.

Remark 18.2. If somewhat more generally R = (R;), ., and & = (Si), ;»
where R; and S; are relations on X to Y, then we may also naturally define

RVS = (RiUSi)iEI'
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Thus, in particular for any relator R on X, we may also naturally write
RYR'={RUR': ReR} and RVR '={RUS': R, SeR}.
The importance of the relator R V S is already apparent from the following
Theorem 18.3. For any two relators R and S on X to Y, we have
(1) Intrys = Intg NInts; (2) Clgys =ClgUCls.

Proof. If BCY and A € Intgrys(B), then there exist R € R and S € § such
that

(RUS)[A]C B.
Hence, by using that (RUS)[A] = R[A]US[A], we can already infer that
R[AJUS[A] C B, and thus

R[A]CB and S[A]C B.
Therefore, A € Intz(B) and A € Ints(B), and thus
A€ Intr(B)NInts(B) = (Intg NInts)(B).

This shows that
Intrvs(B) C (Intg NInts)(B)
for all B CY, and thus Intgys C Intg NInts also holds.

The converse inclusion can be proved quite similarly. Moreover, assertion (2) can
be derived from (1) by using Theorem 5.5. |

Now, as an immediate consequence of this theorem we can also state
Corollary 18.4. For any two relators R and S on X, we have

(1) Trys =TrNTs; (2) Frys = FrNFs.
Proof. To prove (1), note that for any A C X, we have

AETrys < Acntrys(A) < Ac (IntrNInts)(A)
— Aehtg(Ad)NInts(A) <= Actg(4), Acts(A)
— A€y, A€ty <— AcTt:N7s.

Hence, by Theorem 8.6, it is clear that in particular we also have 0

Corollary 18.5. For any two relators R and S on X, we have
(1) Trys-1 =T N Fs; (2) Frys—1 = FrNTs;
From Theorem 18.3, we can also immediately derive
Theorem 18.6. For any two relators R and S on X to Y, we have
(1) intrys = intg Nints ; (2) clrys = clgUcls.
Now, as an immediate consequence of this theorem, we can also state
Corollary 18.7. For any two relators R and S on X, we have
(1) Trvs =TrNTs; (2) Frvs =FrNFs.

However, an analogue of Corollary 18.5 cannot be stated. Moreover, by using
Theorem 18.6, we can only prove
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Corollary 18.8. For any two relators R and S on X to Y, we have
(1) Ervs CErRNEs; (2) DrUDs C Drys -

Remark 18.9. If R and S are relators on X to Y, then analogously to Definition
18.1 we may also naturally consider the elementwise intersection

RAS={RNS: ReR, SeS}.

Namely, thus the relator R may, for instance, be naturally called uniformly
filtered if RAR CR*. That is, for any R, S € R there exists U € R such that
UCRNS.

Thus, it can be shown that R is uniformly filtered if and only if R and R AR
are uniformly equivalent in the sense that R* = (’R/\R) *. Or equivalently, R* is
properly filtered in the sense that R* A R* C R*, or equivalently R* AR* = R*.

Now, by using the above definition, we can also easily prove the following

Theorem 18.10. If R is a uniformly filtered relator on X to Y, then for any
Oe {*,#,A, A}, we have
(RyRY)7 = (RVvR™)".
Proof. By the corresponding definitions, we have RVR ™' C RV R™!, and thus
(RYR™H)"C(RVR™H)".

On the other hand, if V € (R \Y R‘l)*, then there exist R, S € R such that
RUS~! C V. Moreover, since R is uniformly filtered, there exists U € R such
that U € RN S. Hence, we can already see that UUU ' C RUS~ ! CV, and
thus V € (RVR_l)*. Therefore,

(RVR™)"C(RVR™Y),
and thus the corresponding equality is also true. Hence, since x[J =[], it is clear

that the required equality is also true. O

Thus, for instance, we can also state the following
Corollary 18.11. If R is a uniformly filtered relator on X, then

(1) Tryr-1 = Tryr-1; (2) Fryr-1 = Fryr-t;
(3) Tryr—1 = TrRvr-1; (4) Frur-1 = Fryr-1-

Remark 18.12. Analogously to Remark 18.9, a relator R on X to Y may be
naturally called topologically filtered if the relator R” is properly filtered. However,
since in general R[A]NS[A] € (RN S)[A], to define “proximally filtered” we
have two natural possibilities [167].

Moreover, for instance, a relator R on X may be naturally called quasi-topolo-
gically filtered if the relator R is properly filtered. Namely, thus it can be shown
that R is quasi-topologically filtered if and only if the family Tx is closed under
binary intersections.
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19. FURTHER RESULTS ON THE ELEMENTWISE UNIONS OF RELATORS

Concerning the relator R VS, we can also easily prove the following
Theorem 19.1. If R and S are relators on X to Y and O € {*, #, A}, then
(RvS)” =RPn S0,

Proof. We shall only prove the 00 = # particular case of the above equality. For
this, note that if V € (RV S)#, then for each A C X there exist R € R and
S € S such that

(RUS)[A]CV][A].
Hence, by using that (RU S)[A] = R[A] U S[A], we can already infer that
R[AJUS[A]C V[A], and thus

R[A] CV[A4] and S[TA] CV[A].
Therefore, V € R# and V € S#, and thus V € R#¥ N S#.

On the other hand, if V € R¥ N S#, then V € R#¥ and V € S#. Therefore,
for each A C X, there exist R€ R and S € S such that

R[A]CV[A] and S[A]CVI[A].
Hence, it follows that
(RUS)[A]=R[AJUS[A] CV[A],
and thus V € (RV S)*. O

Remark 19.2. By using a similar argument, concerning the operation A, we can
only prove that
(RVS)"C RN 8™,

From Theorem 19.1, we can easily derive the following

Corollary 19.3. If R and S are relators on X to Y and O € {*, #, A}, then
(1) (RvS)” = (ROvsH"; (2) RONSB=(RONsO).
Proof. By Theorem 19.1 and the idempotency of [, it is clear that
(RvS)T=RIN ST =RPInsP0 = (RPvST)".
Remark 19.4. From assertion (1), it is clear that
(RVS)N C(R¥FVSH)' C (R VSN = (RVS),

and thus in particular (RV8)" = (R# v §#)" is also true.

While, from assertion (2), we can at once see that the relator RPN ST is always
O-fine. Moreover, if R and S are O-fine, then RN S is also Cfine.

In addition to Theorem 19.1, we can also easily prove the following

Theorem 19.5. If R and S are relators on X to Y and O € {*, #, A}, then
the following assertions are equivalent :

(1) RvS C (RNS)";
2) (RvS)c (rRns); 3) (RvS)” = (rRns8)";
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(4) RInSPcC (RnsS)"; (5) RENSE=(rns)".

Proof. Since [ is a closure operation for relators, it is clear that assertions (1) and
(2) are equivalent.

Moreover, we can note that RNS C RV S, and thus (RNS)Y C (RVS)Y.
Therefore, assertions (2) and (3) are equivalent.

On the other hand, by Theorem 19.1, it is clear that the equivalences (2) <= (4)
and (3) <= (5) are also true. O

Now, combining Theorems 18.3 and 19.5, we can also easily establish

Theorem 19.6. For any two relators R and S on X to Y, the following asser-
tions are equivalent :

(1) RvSC (RNS)";

(2) Intrns = Intgr NInts; (8) Clrns = ClgUCls.
Proof. If assertion (1) holds, then by Theorem 19.5 we also have (R N S)# =

(R V S)#. Hence, by Theorem 12.9, it follows that Intrns = Intwrys. Therefore,
by Theorem 18.3, assertion (2) also holds.

On the other hand, if assertion (2) holds, then by Theorem 18.3 we also have
Intgrns = Intgyvs. Hence, again by Theorem 12.9, it follows that (R N S)# =
(R V S)#. Therefore, in particular, assertion (1) also holds.

Finally, to complete the proof, we note that the equivalence of assertions (2) and
(3) can be easily proved with the help of Theorem 5.5. O

Analogously to this theorem, we can also prove the following

Theorem 19.7. For any two relators R and S on X to Y, the following asser-
tions are equivalent :

(1) RvS C (RNS)";

(2) intrns = intg Nints; (8) clrns =clgUcls.

20. QUASI—PROXIMALLY AND QUASI-TOPOLOGICALLY MINIMAL RELATORS

Analogously to the definition of a minimal topology, we may naturally introduce
Definition 20.1. A relator R on X will be called

(1) quasi-proximally minimal if 7, C {0, X};

(2) quasi-topologically minimal if Tr C {0, X}.
Remark 20.2. If in particular R # (), then by Theorems 8.7 and 8.14 we have

{0, X} € 7» C Tr. Therefore, in this case, we may write equalities instead of
inclusions in the above definition.

The use of the term quasi-proximally and quasi-topologically instead of proxi-
mally and topologically is only motivated by the fact that the families 7 and Tr
are, in general, much weaker tools than the relations Intgz and intg.

Now, as an immediate consequence of Definition 20.1, we can state
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Theorem 20.3. If R is a quasi-topologically minimal relator on X, then R 1is
quasi-prozimally minimal.

Proof. By Theorem 8.14, we have 7, C Tr for any relator R on X. Moreover, if
R is quasi-topologically minimal, then we also have T C {0, X}. Therefore, in
this case 7 C {0, X} also holds. Thus, R is quasi-proximally minimal. g

Moreover, by using Definition 20.1, we can also easily prove the following
Theorem 20.4. For a relator R on X, the following assertions are equivalent :

(1) R is quasi-topologically minimal;

(2) R" is quasi-prozimally minimal .

Proof. Note that if R # @, then by Corollary 13.2 we have 7x1 = Tr. Therefore,
Trr C {0, X} if and only if Tx C {0, X}. Thus, assertions (1) and (2) are
equivalent.

While, if R =0, then it is clear that Tg = {0} . Therefore, assertion (1) holds.
Moreover, we can also note that

(a) if X #0, then R" =0, and thus 7.1 = 0;
(b) if X =0, then R" = {0}, and thus 7xr = {0} .

Therefore, assertion (2) also holds.

Consequently, if R = ), then assertions (1) and (2) trivially hold. Thus, in
particular, they are equivalent. (|

Remark 20.5. Note that R C R”, and thus 7 C 7z~ . Therefore, the quasi-
proximal minimality of R” implies that of R . Thus, Theorem 20.3 can be derived
from Theorem 20.4.

Now, as an immediate consequence of Theorem 20.4, we can also state

Corollary 20.6. If R is a topologically fine relator on X, then R is quasi-
proximally minimal if and only if R is quasi-topologically minimal.

Proof. In this case, we have R" = R. Therefore, by Theorem 20.4, the required
assertion is true. O

In addition to this corollary, it is also worth proving the following

Theorem 20.7. If R is a prozimally simple relator on X, then R is quasi-
proximally minimal if and only if R is quasi-topologically minimal.

Proof. Now, there exists a relation S on X that R# = {S}#, and thus also
RN = {S}". Hence, by using Theorem 12.11 and Remark 8.15, we can see that

TR = Tr# = Tygy# = Tisy = T{sy = Tisyn = Trn = Tr -
Therefore, by Definition 20.1, the required assertion is true. g

Concerning quasi-minimal relators, we can also easily prove the following two
theorems.

Theorem 20.8. A relator R on X is quasi-prozimally minimal if and only if any
one of the relators R>®, R*, R¥ and R~ is quasi-proximally minimal.
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Proof. Recall that Tr = 7,0 for all U € {00, x, #}, and moreover
Trp-1 :7=73:{AC: AETR}.
Therefore, by Definition 20.1, the required assertion is true. g

Remark 20.9. From this theorem, for instance, we can see that the relator R is
quasi-proximally minimal if and only if any one of the relators R#> and R># is
quasi-proximally minimal.

Theorem 20.10. A relator R on X is quasi-topologically minimal if and only if
any one of the relators R*, R*, R" and R is quasi-topologically minimal.

Proof. Recall that Tg = Tro for all O € {x, #, A, Aoo}. Therefore, by
Definition 20.1, the required assertion is true. O

Remark 20.11. Note that R>® C R”", and thus Tre~ C T . Therefore, if R is
quasi-topologically minimal, then R is also quasi-topologically minimal.

21. THE MAIN CHARACTERIZATIONS OF QUASI-MINIMAL RELATORS

From Theorem 20.4, we can see that the properties of the quasi-topologically
minimal relators can, in priciple, be immediately derived from those of the quasi-
proximally minimal ones.

Therefore, it is of major importance to prove the following basic characterization
theorem of quasi-proximally minimal relators.

Theorem 21.1. For a relator R on X, the following assertions are equivalent :
(1) R is quasi-prozimally minimal ;
(2) RC{X?}?; (3) R C{X?};
() R*C{X?}?; (5) R¥>C{X%}.
Proof. By taking & = { X2}, we can note that
s = {0, X} and S=38%.

Moreover, by using Theorem 14.7 and the Galois property of the operations co and
d, we can easily see that

T C{0, X} <<= 7,C7s <= RCS*
= RXCS#* «— R¥CS «— RCS?.

Therefore, assertions (1), (2) and (3) are equivalent.

Now, by using Theorem 20.8 and the above equivalences, we can see that asser-
tions (1), (4) and (5) are also equivalent. O

Remark 21.2. Note that, by Theorem 20.8, instead of # we may also write oo, *
or —1 in the assertions (4) and (5) of the above theorem.

Detailed reformulations of assertion (3) of Theorem 21.1 give the following
Corollary 21.3. For a relator R on X, the following assertions are equivalent :
(1) R is quasi-prozimally minimal ;

(2) for each R€R we have R® = X?2;
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(8) for each R € R and a,be X there exists n € {0} UN such that
(a,b) € R";

(4) foreach R€R and a,be X there exist n € {0}UN and a family (x;)},
in X such that xo =a, x, =0 and (x;—1,2;) €ER forall i=1,2,..., n.
Proof. To derive this from Theorem 21.1, recall that

R®={R*: ReR} with R = J R",
n=0

where R" = Ax if n=0, and R" = RoR" ! if n € N. g

Remark 21.4. From the equivalence of assertions (1) and (4) in this corollary,
we can see that, for Euclidean and metric spaces, our quasi-proximal minimalness
coincides with the well-chainedness (chain-connectedness) studied by G. Cantor in
1883. (See Thron [212, p. 29], and also Wilder [216].)

While, from the equivalence of assertions (1) and (3) in Theorem 21.1, we can
see that, for uniformities and nonvoid relators, our quasi-proximal minimalness
coincides with the well-chainedness and proper well-chainedness studied mainly by
Levine [100] and Kurdics, Pataki and Széz [86, 90, 91, 137].

Now, as an immediate consequence of Theorems 20.4 and 21.1, we can also state
Theorem 21.5. For a relator R on X, the following assertions are equivalent :

(1) R is quasi-topologically minimal ;

(2) RMNC{X?}?;  (3) RM>C{X?}.
Remark 21.6. By Theorems 21.1 and 21.5, a relator R on X to Y may be
naturally called -minimal, for some unary operation I for relators on X to Y,
if RYC{XxY}.

Moreover, in particular a relator R on X may be naturally called quasi—

O—minimal, for some unary operation [ for relators on X, if it is [J co—minimal.
That is, RF> C { X?}.

22. FURTHER CHARACTERIZATIONS OF QUASI-MINIMAL RELATORS

A simple reformulation of Definition 20.1 gives the following
Theorem 22.1. For a relator R on X, the following assertions hold :
(1) R is quasi-prozimally minimal if and only if Fr C {0, X};

(2) R is quasi-topologically minimal if and only if Fr C {0, X}.

Proof. By Theorem 8.5, for any A C X, we have A € 7 if and only if A€ € 7.
Hence, it is clear that 7, C {0, X} if and if 7 C {0, X}. Therefore, assertion
(1) is true. Assertion (2) can be proved quite similarly by using Theorem 8.13. O

Concerning quasi-proximally minimal relators, we can also easily prove

Theorem 22.2. For a relator R on X with O ¢ R, the following assertions are
equivalent :

(1) R is quasi-prozimally minimal ;
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(2) X=AUB implies A€ Clg(B) forall A,BC X with A, B#0;

(3) A€ Intg(B) implies BZ A forall A,BC X with A# 0 and
B+X.

Proof. If (1) does not hold, then 7. & {@, X}. Therefore, there exists A € 7
such that A # 0 and A # X . Hence, since A C A and A € Intg (A), it is clear
that (3) does not also hold. Therefore, (3) implies (1).

Conversely, if (3) does not hold, then there exist A, B C X such that

A#£D, B # X, BCA and A€ Intg(B).
Hence, by the definition of the relation Intg , it is clear that we also have
A € Intr(A) and B € Intg(B),
and thus A, B € 7. Now, we can already see that 7, € {#, X}, and thus (1)

does not also hold. Therefore, (1) also implies (3).

Namely, if 7 C {0, X}, then because of A, B € 7o we also have A, B €
{0, X}. Hence, since A+# 0 and B # X, we can infer that A =X and B=10.
Therefore, because of A € Intg (B), we actually have X € Intx (0). Thus, there
exists R € R such that R[X] C 0, and thus R[X] = @. This implies that
R =0, and thus ® € R. And, this is a contradiction.

Now, to complete the proof, it remains only to show that (2) and (3) are also
equivalent. For this, note that if for instance (2) does not hold, then there exist
A, B C X such that

A, B#0, X=AUB and A¢Clg(B).

Hence, by using that Clg(B) = P(X)\Intg (B¢), we can infer that A € Intg (B°).
Moreover, since B # ) and X = AU B, we can also note that B¢ # X and
B¢ C A. Therefore, assertion (3) does not also hold. This shows that (3) implies
(2). O

Remark 22.3. Note that the implications (2) <= (3) = (1) do not required
the extra condition on R that () ¢ R.

Moreover, if R is a quasi-proximally minimal relator on X such that § € R,
then by the definitions of oo and Theorem 21.1 we necessarily have

AX:QOOGROOQ{X2}7

and thus Ax = X2. Therefore, X is either the empty set or a singleton. Conse-
quently, in Theorem 22.2, instead of () ¢ R we may also naturally assume that
card (X) > 1.

Theorem 22.4. If card (X) > 1, then for a relator R on X the following asser-
tions are equivalent :

(1) R is quasi-topologically minimal ;
(2) X =AUB implies ANclg(B)#0 forall A, BC X with A, B#0;

(8) A Cintg(B) implies BZ A forall A;BC X with A#0 and
B#4X.

Proof. If R # 0, then by Theorems 20.4, 22.2 and 13.1 it is clear that the following
assertions are equivalent :
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(a) R is quasi-topologically minimal; (b) R” is quasi-proximally minimal;

(¢) A€ Intra(B) impliess BZ A forall A, B C X with A# 0 and
B # X;

(d) A C intg(B) implies BZ A forall A, B C X with A# (0 and
B#X.

Therefore, in this case, assertions (1) and (3) are equivalent.

While, if R = @, then it is clear that T = {0}, and thus (1) trivially holds.
Moreover, in this case, we can note that intg (B) = (). Therefore, if A C intg(B),
then A =0. Thus, (3) also trivially holds.

Now, it remains only to show that (2) and (3) are also equivalent. For this,
one can recall that clg(B) = X \ intg (B¢) for all B C X. Therefore, a similar
argument as in the proof of Theorem 22.2 can be applied. O

Remark 22.5. Note that in this theorem, instead of card (X) > 1 we may also
assume that @) ¢ R”. That is, there exists © € X such that for any R € R we
have R (z) € 0, and thus R (z) #0.

23. PARATOPOLOGICALLY MINIMAL RELATORS

Analogously to the definition of a minimal topology, a stack (ascending family)
A of subsets of a set X may be naturally called minimal if AC {X}.

Therefore, having in mind the family £r of all fat sets generated by a relator
R, we may also naturally introduce the following

Definition 23.1. A relator R on X to Y will be called paratopologically minimal
if

Er C{Y}.
Remark 23.2. Note that if a relator R on X to Y is non-degenerated in the
sense that both X and R are nonvoid, then by Theorem 7.13 we have Y € & .
Therefore, in this case, we may write equality instead of inclusion in the above
definition.

The following theorems will show that paratopological minimalness is a much
stronger property than quasi-topological minimalness.

Theorem 23.3. If R is a paratopologically minimal relator on X, then R is both
quasi-prozimally and quasi-topologically minimal.

Proof. By Theorem 8.16, we have Tr\{0} C Ex for any relator R on X. Moreover,
if R is paratopologically minimal, then we also have &g C {X }. Therefore, in this
case Tr \ {0} C {X} also holds. Hence, we can infer that Tg C {0, X}.
Therefore, R is quasi-topologically minimal. Now, by Theorem 20.3, we can see
that R is quasi-proximally minimal too. O

From this theorem, we can easily derive the following stronger statement.

Corollary 23.4. If R is a paratopologically minimal relator on X, then the relator
R is also both quasi-proximally and quasi-topologically minimal.

Proof. By Theorem 12.11, we have Ers = Er for any relator R on X to Y.
Therefore, if in particlar R is a paratopologically minimal relator on X, then the
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relator R% is also paratopologically minimal. Thus, by Theorem 23.3, it has the
required quasi-minimalness properties. 0

Now, in addition to this corollary, we can also easily prove the following

Theorem 23.5. For a non-partial relator R on X, the following assertions are
equivalent :

(1) R is paratopologically minimal ;

(2) R is quasi-prozimally minimal ;

(8) R?% is quasi-topologically minimal .
Proof. From Corollary 23.4, we know that (1) implies (2). Moreover, from Theorem
12.8, we know that R2" = R%. Therefore, by Corollary 20.6, assertions (2) and
(3) are equivalent.

Thus, we need only prove that (3) also implies (1). For this, note that if (3)
holds, then by Corollary 13.8 and Definition 20.1 we have

Er="Tre \{0} C {0, X}\ {0} ={X}.
Therefore, by Definition 23.1, R is paratopologically minimal. g

Now, combining Theorems 21.1 and 23.5, we can also state

Theorem 23.6. For a non-partial relator R on X, the following assertions are
equivalent :

(1) R is paratopologically minimal ;
(2) R*C{X?}?; (3) Re> C{X?}.

Remark 23.7. Note that the implications (1) = (2) <= (3) in the above two
theorems do not require the relator R to be non-partial.

Moreover, by Theorem 23.6, a non-partial relator R on X is paratopologically
minimal if and only if it is quasi-A-minimal in the sense of Remark 21.6.

24. FURTHER CHARACTERIZATIONS OF PARATOPOLOGICALLY MINIMAL RELATORS

By using Definition 23.1, we can also easily prove the following

Theorem 24.1. For a relator R on X to Y, the following assertions are equi-
valent :

(1) R is paratopologically minimal ; (2) RC{XxY}.

Proof. If R € R, then by Theorem 7.3 we have R (z) € g for all x € X. Hence,
if (1) holds, i.e., Er C{Y}, we can infer that R(z) =Y for all z € X, and thus
R = X xY. This shows that either R =0 or R = { X xY}. Therefore, (2) also
holds.

Conversely, if (2) holds, then either R =0 or R ={XxY}. Now, if R =0,
then by Theorem 7.3 we can see that Eg = (). While, if R = { X xY }, then we
can note that € = 0 if X =0 and &g = {Y} if X # (. Therefore, in both
cases, Eg C{Y}, and thus (1) also holds. O
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Remark 24.2. By this theorem and Remark 21.6, a relator R on X to Y is
paratopologically minimal if and only if it is C-minimal with [0 being the identity
operation for relators.

Now, analogously to Theorems 20.8 and 20.10, we can also easily prove

Theorem 24.3. A relator R on X to Y is paratopologically minimal if and only if
any one of the relators R*, R#*, R, R® and R~ is paratopologically minimal.

Proof. By Theorems 12.8 and 12.11, we have Eg = Exn forall O € {*, #, A, A}.
Therefore, by Definition 23.1, the paratopological minimalness of R is equivalent
to that of RU.

Moreover, we evidently have R C { X xY} if and only if R™! C {Y xX}.
Therefore, by Theorem 24.1, the paratopological minimalness of R is also equivalent
to that of R~1. O

Remark 24.4. Note that R*® C R%, and thus Ere~ C Er. Therefore, if R is
paratopologically minimal, then R is also paratopologically minimal.

Moreover, as some useful reformulation of Definition 23.1, we can also easily
prove the following two theorems.

Theorem 24.5. For a relator R on X to Y, the following assertions are equi-
valent :

(1) R is paratopologically minimal ; (2) PY)\{0} CDxr.
Proof. If (1) holds, then Ex C {Y'}. Hence, by using Theorem 7.6, we can see that
B#0) = B°#Y = B°¢&r = BeDp

for all B CY. Therefore, (2) also holds.
Conversely, if (2) holds, then by using Theorem 7.6 we can similarly see that

Beér — B°¢Dr — B°=) — B=Y.
Therefore, Ex C {Y'}, and thus (1) also holds. O

Theorem 24.6. For a relator R on X to Y, the following assertions are equi-
valent :

(1) R is paratopologically minimal ;
(2) Intg(B)C {0} forall BCY with B#Y;
(8) P(X)\{0} CClg(B) forall BCY with B#0.

Proof. If S = X xY, then we can note that {S}# = {S}. Moreover, by using
Theorems 24.1 and 12.9, we can see that

(1) <= RC{S} <= RC{S}¥ «— Intg CIntg.
On the other hand, we can also note that
S[A]=0 if A=0 and S[A]l=Y if A#0D
for all A C X. Hence, by using Definition 5.2, we can see that
Intg(B)={0} if B#Y and Intg(B)=P(X) if B=Y
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for all B CY. Therefore,

(1) < Intg CIntg <= V BCY: Intgr(B)CIntg(B)
<— VBePY)\{Y}: Intg(B)C{l} <= (2).
The equivalence of assertions (2) and (3) can be easily proved with the help of
Theorem 5.5. U
Now, as an immediate consequence of this theorem, we can also state

Theorem 24.7. For a relator R on X to Y, the following assertions are equi-
valent :

(1) R is paratopologically minimal ;
(2) intr(B)=0 forall BCY with B#£Y;
(8) X =clg(B) forall BCY with B#0.
Proof. To prove the equivalence of assertions (2) of Theorems 24.6 and 24.7, note
that for any B CY, we have
intr(B)=0 <= Intg(B)C{0}.

From this theorem, it is clear that in particular we also have 0

Corollary 24.8. If in particular R is a paratopologically minimal relator on X,
then Tr \{X} C {0}, and thus also 7= \ {X} C{0}.

Remark 24.9. Analogously to the various minimal relators, the corresponding
maximal relators can also be naturally introduced.

However, these are certainly less important than the corresponding minimal ones
which are generalizations of well-chained (chain-connected) uniformities.

25. QUASI-PROXIMALLY AND QUASI-TOPOLOGICALLY CONNECTED RELATORS

Analogously to the definition of a connected topology, we may naturally introduce
the following

Definition 25.1. A relator R on X will be called
(1) quasi-proximally connected if 7o NFr C {0, X};
(2) quasi-topologically connected if TpNFr C{0, X}.

Remark 25.2. If in particular R # @, then by Theorems 8.7 and 8.14 we have
{0, X} C 7o NFr C Tr N Fr. Therefore, in this case, we may write equalities
instead of inclusions in the above definition.

By using Definitions 20.1 and 25.1, we can easily establish the following

Theorem 25.3. If R is a quasi-prozimally (quasi-topologically) minimal relator
on X, then R is quasi-prozimally (quasi-topologically) connected.

Proof. If R is a quasi-proximally minimal relator on X, then by Definition 20.1
7= € {0, X}. Thus, in particular we also have 7, N Fr C {0, X }. Therefore, by
Definition 25.1, R is quasi-proximally connected.

This proves the first statement of the theorem. The second statement can be
proved quite similarly. O
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Now, as an immediate consequence of Theorems 23.3 and 25.3, we can also state

Corollary 25.4. If R is a paratopologically minimal relator on X, then R is both
quasi-proximally quasi-topologically connected.

Moreover, analogously to the corresponding results of Section 20, we can also
prove the following statements.

Theorem 25.5. If R is a quasi-topologically connected relator on X, then R 1is
quasi-proximally connected.

Proof. By Theorem 8.14 and Definition 25.1, we have 7,NFr C TRNFr C {0, X }.
Therefore, by Definition 25.1, R is quasi-proximally connected. |

Theorem 25.6. For a relator R on X, the following assertions are equivalent :
(1) R is quasi-topologically connected ;

(2) R”" is quasi-prozimally connected .

Proof. If R # (0, then by Corollary 13.2 we have 7x2 = Tr and Frr = Fr, and
thus also 7xr N Frr = Tr N Fr . Therefore, by Definition 25.1, assertions (1) and
(2) are equivalent.

While, if R = @, then from the proof of Theorem 20.4 we know that R is
quasi-topologically minimal and R” is quasi-proximally minimal. Hence, by using
Theorem 25.3, we can infer that R is quasi-topologically connected and R”" is
quasi-proximally connected. 0

Corollary 25.7. If R is a topologically fine relator on X, then R is quasi-
prozimally connected if and only if R is quasi-topologically connected.

Theorem 25.8. If R is a prozimally simple relator on X, then R is quasi-
proximally connected if and only if R is quasi-topologically connected.

Proof. From the proof of Theorem 20.7, we know that 7, = Tr . Hence, it is clear
that 7 = Fr, and thus also 7x N Fr = Tr N Fr . Therefore, by Definition 25.1,
the required assertion is also true. O

Theorem 25.9. A relator R on X is quasi-prozimally connected if and only if
any one of the relators R>®, R*, R* and R~ is quasi-prozimally connected.

Proof. Recall that, for any [ € {00, *, #}, we have 7r = 7,0. Hence, it is clear
that 7r = 70, and thus also 7 N Fr = 7,0 N FrO.
Moreover, we also have 75-1 = #g, and thus also 7,1 N Fp-1 = Fr N TR =

TrNFr . Hence, by Definition 25.1, it is clear that the required assertion is true. O

Remark 25.10. From this theorem, for instance, we can see that the relator R is
quasi-proximally connected if and only if any one of the relators R#> and R>#
is quasi-proximally connected.

Theorem 25.11. A relator R on X is quasi-topologically connected if and only if
any one of the relators R*, R* and R" is quasi-topologically connected.

Proof. Recall that, for any O € {*, #, A}, we have Tr = To . Hence, it is clear
that Fr = Frpo, and thus also Tr N Fr = Tro N Fro . Therefore, by Definition
25.1, the required assertion is true. O



514 MUWAFAQ SALIH AND ARPAD SZAZ

Remark 25.12. From Remark 20.11, we know that Tz« C T . Hence, it follows
that Freo C Fgr, and thus also Tre N Fre C Tr N Fr. Therefore, if R is
quasi-topologically connected, then R is also quasi-topologically connected.

26. THE MAIN CHARACTERIZATIONS OF QUASI-CONNECTED RELATORS

From Theorem 25.6, we can see that the properties of quasi-topologically con-
nected relators can, in priciple, be immediately derived from those of the quasi-
proximally connected ones.

Therefore, it is of major importance to note that, by using the relator
RVR'={RUS™': R,SeR},
we can also prove the following
Theorem 26.1. For a relator R on X, the following assertions are equivalent :
(1) R is quasi-prozimally connected ;
(2) RV R~ is quasi-prozimally minimal .
Proof. By Corollary 18.5, we have
Tryr-1 = Tr () Fr .
Thus, by Definitions 20.1 and 25.1, assertions (1) and (2) are equivalent. |
Now, as an immediate consequence of Theorems 25.6 and 26.1, we can also state
Theorem 26.2. For a relator R on X, the following assertions are equivalent :
(1) R is quasi-topologically connected ;
(2) RNV RY is quasi-proximally minimal
Proof. From Theorems 25.6 and 26.1, we can see that

R is quasi-topologically connected <= R quasi-proximally connected
— RNV (R/\)fl is quasi-proximally minimal.

Thus, since RY is defined by (’R/\)_l, assertions (1) and (2) are also equivalent.
]

Remark 26.3. The latter two theorems show that the properties of the quasi-
proximally and quasi-topologically connected relators can, in principle, be also
immediately derived from those of the quasi-proximally minimal ones.

The fact that minimalness is a more important notion than connectedness was
first established by Kurdics, Pataki and Szdz [86, 91, 137] by using well-chainedness
instead of minimalness and the relator RVR ™! instead of RV R L.

Now, from Theorem 26.1, by using Theorem 21.1, we can easily derive
Theorem 26.4. For a relator R on X, the following assertions are equivalent :

(1) R is quasi-prozimally connected ;

(2) RVR™'C{X?}9; (3) (RVR™Y)™ C{x?};
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() R¥OR¥) (X ) (REA(R#)T) T C (X2}
Proof. To obtain assertions (4) and (5), instead of the equalities
(RVR™H* =R#¥n(R)* =R*n (R¥) ™,
it is better to use Theorem 25.9 and the equivalence of assertions (1), (2) and
(3). O
Moreover, from Theorem 26.2, by using Theorem 21.1, we can similarly derive
Theorem 26.5. For a relator R on X, the following assertions are equivalent :
(1) R is quasi-topologically connected ;
(2) RNVRYC{X?}?; (3) (RAVRY)T C{X?}.

Remark 26.6. By Theorems 26.1, 20.8 and 26.2, a relator R on X may be
naturally called quasi- O—connected, for some unary operation [ for relators on

X, if the relator RY v (RD) s quasi-proximally minimal.

27. FURTHER CHARACTERIZATIONS OF QUASI-CONNECTED RELATORS

Now, in addition to Theorems 26.1 and 26.4, we can also prove the following

Theorem 27.1. For a relator R on X with O ¢ R, the following assertions are
equivalent :

(1) R is quasi-prozimally connected ;

(2) Ae€lIntg(B) and B¢ € Intgr(A¢) imply BZ A forall A,BC X
with A#0 and B +# X;

(3) X = AUDB implies that either A € Clg(B) or B € Clg(A) for all
A, BCX with A,B#0.

Proof. Clearly, ) ¢ R implies () ¢ R UR~!. Thus, by using Theorems 26.1, 22.2,
18.3 and 5.7, we can see that the following assertions are equivalent :

(a) R is quasi-proximally connected ;
(b)
(¢) X =AUB implies A € Clgyr-1(B) forall A, BC X with A, B#0;
d)

(d) X = AU B implies that either A € Clg(B) or A € Clg-:(B) for all
A, BCX with A, B+0:

(d) X = AU B implies that either A € Clg(B) or B € Clg(A4) for all
A, BC X with A, B#0.

RV R~ is quasi-proximally minimal,

Therefore, assertions (1) and (3) are equivalent.

Now, it remains only to show that (2) and (3) are also equivalent. For this, note
that if for instance (2) does not hold, then there exist A, B C X such that

A#£D, B#X, BCA, A€ Intr(B) and B¢ € Intr(A°).
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Hence, by using that Intg (B) = P(X) \ Clg(B¢), we can infer that
A ¢ Clg (B°) and B¢ ¢ Clg(A).

Moreover, we can also note B¢ # ) and X = AU B¢. Therefore, (3) does not also
hold. This shows that (3) implies (2). O

Remark 27.2. By Remark 22.3, the implications (3) <= (2) = (1) do not
require the extra condition that 0 ¢ R.

Moreover, analogously to Theorem 22.4, we can also prove the following

Theorem 27.3. If card(X) > 1, then for a relator R on X, the following
assertions are equivalent :

(1) R is quasi-topologically connected ;

(2) ACintg(B) and B¢ Cintg(A°) imply BL A forall A,BC X
with A#0 and B +# X;

(3) X =AUB implies that either ANclg(B)#0 or clg(A)NB#0 for
all A, BC X with A, B#0.

Proof. If R # 0, then by Theorems 25.6, 27.1 and 13.1 it is clear that the following
assertions are equivalent :

(a) R is quasi-topologically connected;
(b) R” is quasi-proximally connected ;

(¢) Ae€Intgrr(B) and B¢ € Intgna(A°) imply BZ A forall A, BC X
with A#0 and B # X;

(d) ACintg(B) and B° Cintg(A°) imply BZ A forall A, BC X
with A#0 and B# X.

Therefore, in this case, assertions (1) and (2) are equivalent.

While, if R =0, then it is clear that Tz = {0}, and thus (1) trivially holds.
Moreover, in this case, we can note that intg(B) =0 for all B C Y. Therefore, if
ACintg(B) and B Cintg(A°), then A=0 and B°=(, i.e., B= X. Thus,
(2) also trivially holds.

Now, it remains only to show that (2) and (3) are also equivalent. For this,
one can note that clg(B) = X \ intg(B¢) for all B C X. Therefore, a similar
argument as in the proof of Theorem 22.1 can be applied. |

28. RELATIONSHIPS BETWEEN QUASI-CONNECTEDNESS AND MILD CONTINUITY

Concerning quasi-proximally connected relators, we can also prove the following
Theorem 28.1. For a relator R on X, the following assertions are equivalent :

(1) R is quasi-prozimally connected ;

(2) f~Yo f ¢ R* for any function f of X onto {0, 1};

(3) f~lof & R#> for any function f of X onto {0, 1}.
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Proof. If (2) does not hold, then there exists a function f of X onto {0, 1} such
that f~lo f € R¥. Define
A= f10) and E=f"1of.

Then, since A = {z € X : f(x) =0}, it is clear that A is a proper, nonvoid
subset of X such that A°={z € X: f(z)=1}= f~'(1). Moreover, we can
note that E is a relation on X such that

E[A]=(f"to ) )= [FFHO)]]=F710) = 4,
and quite similarly
E[A]=(fTroe A)F W= L] =711 = A°.
On the other hand, since f~lof € R#, we can also state that there exist R, S € R
such that
R[A]CE[A] and S[A°] C E[A°].
Hence, since E[A] = A and E[A°] = A°, we can see that R[A] C A and

S[A°] C Ac. Therefore, A, A° € 7, and thus A € 7 N 7 . Hence, it is clear
that 7x NFr € {0, X}, and thus (1) does not also hold. Consequently, (1) implies
(2).

Conversely, if (1) does not hold, then there exists a proper, nonvoid subset A of
X such that A € 7o, NFx, and thus A, A° € 7 . Therefore, there exist R, S € R
such that

R[A]CA and S[A€] C A°.
Now, by defining
fx)y=0 if z€A and flx)y=1 if zeA°,
we can see that f is a function of X onto {0, 1}. Moreover, we can show that
f~to f € R¥, and thus (2) does not also hold. Consequently, (2) also implies (1).

Namely, if E = f~'o f, then for any z, y € X we have
(z,y)€E < yeE(x) < ye(flof)(x)
= yef(f@) = fly)=/f().
Therefore, if V C X, then for any y € X we have
yeFE[V] < FJzeV: yeFE@x) < JzeV: f(z)=[(y),

and thus

0 if V=0,

A if 0#£AVCA,

Ac if 0 #£V C A,

X i ANV #0, ANV £0.

E[V]=

Hence, we can see that R[V]=0=F[V] if V=0,

R[A]CA=FE[V] if 0V CA and S[A°]CA“=E[V] if 0 £V C A,
and S[V]C X =E[V] if ANV #0 and A°NV # (. Therefore, E € R¥,
and thus f~lo f € R#.

Now, to complete the proof, it remains to prove only that assertions (2) and
(3) are also equivalent. For this, note that R C R*, and thus in particular
R#> C R#* = R#. Therefore, E ¢ R# implies E ¢ R#*>, and thus (2)
implies (3).
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Moreover, for any z, y € X, we have (x,y) € E if and only if f(x) = f (y).
Therefore, F is an equlvalence relation on X, and thus in particular £ = FE.
Hence, it is clear that E € R# implies E = E® € R#> . Therefore, E ¢ R#>
implies E ¢ R# , and thus (3) also implies (2). O

From this theorem, by using Theorem 25.6, we can immediately derive
Theorem 28.2. For a relator R on X, the following assertions are equivalent :

(1) R is quasi-topologically connected ;

(2) f~lof & R" for any function f of X onto {0, 1};

(3) f~Yof & RN>® for any function f of X onto {0, 1}.

Proof. By Theorem 25.6, R is quasi-topologically connected if and only if R”" is
quasi-proximally connected. That is, by Theorem 28.1,

frof ¢ RN, resp. forof ¢ RAFe®
for any function f of X onto {0, 1}. Hence, by using that R"# = R, we can
already see that assertions (1), (2) and (3) are also equivalent. O

Remark 28.3. Because of Theorems 28.1 and 28.2, a relator R on X may be
naturally called O-connected, for some unary operation [J for relators on X, if
f~lof ¢ RP for any function f of X onto {0, 1}. Moreover, in particular the
relator R may be naturally called quasi—[J—connected if it is (Joo—connected.

Hence, by noticing that f~'o f = f~lo Ayo,1y 0 f, we can see that the relator
R is O-connected (quasi-T-connected ) if only if only the constant functions of
X to {0, 1} can be mildly C—continuous ( quasi- O-continuous) with respect to
the relators R and {Ajo 11}. (Concerning continuity properties, see [199].)

29. QUASI-HYPERCONNECTED RELATORS

Analogously to the definition of a hyperconnected topology, we may also naturally
introduce the following

Definition 29.1. A relator R on X will be called

(1) quasi-prozimally hyperconnected if ANB # 0 forall A, Be 1, \ {0}

(2) quasi-topologically hyperconnected if ANB # () forall A, Be Tr\{0}.
Remark 29.2. Thus, the relator R is quasi-proximally (quasi-topologically)

hyperconnected if and only if the family 7.\ {0} (7=\{0}) has a certain pairwise
intersection property.

Theorem 29.3. If R is a quasi-prozimally (quasi-topologically) minimal relator
on X, then R is quasi-proximally (quasi-topologically) hyperconnected.

Proof. If R is a quasi-proximally minimal relator on X, then 7, C {@, X} . Hence,
we can infer that
- ] if X=0,
sa@ecanm={ % 120
Therefore, if A, B € 7 \ {0}, then we necessarily have X # (), and moreover
ANB=XNX=X. Thus, R is quasi-proximally hyperconnected.
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This proves the first statement of the theorem. The second statement can be
proved quite similarly. a

From this theorem, by using Theorem 23.3, we can immediately derive

Corollary 29.4. If R is a paratopologically minimal relator on X, then R is both
quasi-proximally and quasi-topologically hyperconnected.

Concerning quasi-hyperconnected relators, we can also easily prove the following

Theorem 29.5. If R is a quasi-proximally (quasi-topologically) hyperconnected
relator on X, then R is quasi-proximally (quasi-topologically) connected.

Proof. f R is not quasi-proximally connected, then 7, N 7r € {0, X}. Thus,
there exists A C X such that A € 7x and A € 7, but A # 0 and A # X.
Hence, by using Theorem 8.5, we can infer that A°¢ € 7, and A¢ # (. Therefore,
A, A¢ € 12 \ {0} such that AN A¢ = (. Thus, R cannot be quasi-proximally
hyperconnected.

This proves the first statement of the theorem. The second statement can be
proved quite similarly. O

Remark 29.6. This theorem shows that Theorem 25.3 and Corollary 25.4 are
actually consequences of Theorem 29.1 and Corollary 29.2.

Now, analogously to Theorems 25.5 and 25.6, we can also easily prove the
following two theorems.

Theorem 29.7. If R is quasi-topologically hyperconnected relator on X, then R
is quasi-prozimally hyperconnected.

Proof. By Theorem 8.14, we have 7 \ {0} C Tr \ {0} . Therefore, if Tz \ {0} has
the binary intersection property, then 7 \ {#} also has this property. Thus, by
Definition 29.1, the required assertion is true. O

Theorem 29.8. For a relator R on X, the following assertions are equivalent :
(1) R is quasi-topologically hyperconnected ;
(2) R is quasi-proximally hyperconnected.

Proof. If R # (0, then by Corollary 13.2 we have 7xn = T, and thus also
Trr \ {0} = Tr \ {0}. Therefore, by Definition 29.1, assertions (1) and (2) are
equivalent.

While, if R =@, then from the proof of Theorem 20.4 we know that R is quasi-
topologically minimal and R” is quasi-proximally minimal. Hence, by Theorem
29.3, we can see that R is quasi-topologically hyperconnected and R” is quasi-
proximally hyperconnected. O

Moreover, analogously to Theorems 25.9 and 25.11, we can also prove the
following two theorems.

Theorem 29.9. A relator R on X is quasi-prozimally hyperconnected if and only
if any one of the relators R, R* and R¥* is quasi-prozimally hyperconnected.

Remark 29.10. From this theorem, for instance, we can see that the relator R is
quasi-proximally hyperconnected if and only if any one of the relators R#> and
R># is quasi-proximally hyperconnected.
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Theorem 29.11. A relator R on X is quasi-topologically hyerconnected if and
only if any one of the relators R*, R¥, R" and R"™ is quasi-topologically
hyperconnected.

Remark 29.12. From Remark 20.11, we know that Tr~ C 7Tx, and thus
Tre \ {0} C Tr \ {0}. Therefore, if R is quasi-topologically hyperconnected,
then R is also quasi-topologically hyperconnected.

From Definition 29.1, by using Theorems 8.5 and 8.13, we can also easily derive
the following two theorems.

Theorem 29.13. For a relator R on X, the following assertions are equivalent :
(1) R is quasi-proxzimally hyperconnected ;
(2) AUB#X forall A, Be ra \{X};
(3) A\B#O forall A€ \{0} and Be 7 \ {X}.

Theorem 29.14. For a relator R on X, the following assertions are equivalent :
(1) R is quasi-topologically hyperconnected ;
(2) AUB#X forall A,Be Fr\{X};
(3) A\B#0 forall AcTx\{0} and Be Fr\{X}.

Proof. For instance, if A, B € Fg\{X}, then by Theorem 8.13 we evidently have
A¢, B € Tr \ {0} . Therefore, if (1) holds, then A°N B¢ # ) also holds. Hence,
since (AUB)¢ = A°N B¢, we can infer that (AUB)¢ # (), and thus AUB # X.
Therefore, (1) implies (2). O

30. QUASI-ULTRACONNECTED RELATORS
Analogously to the definition of an ultraconnected topology, we may also natu-
rally introduce the following
Definition 30.1. A relator R on X will be called
(1) quasi-prozimally ultraconnected if AN B # () forall A, B € F, \ {0}
(2) quasi-topologically ultraconnected it ANB #( forall A, Be Fg\{0}.

Remark 30.2. Thus, the relator R is quasi-proximally (quasi-topologically)
hyperconnected if and only if the family 7 \ {0} (F= \ {0}) has a certain
pairwise intersection property.

Now, analogously to our former statements on hyperconnected relators, we can
also easily prove the following assertions.

Theorem 30.3. If R is a quasi-prozimally (quasi-topologically) minimal relator
on X, then R is quasi-prozimally (quasi-topologically) ultraconnected.

Corollary 30.4. If R is a paratopologically minimal relator on X, then R is both
quasi-prozimally and quasi-topologically ultraconected.

Theorem 30.5. If R is a quasi-proximally (quasi-topologically) ultraconnected
relator on X, then R is quasi-proximally (quasi-topologically) connected.
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Proof. If R is not quasi-proximally connected, then 7, N 7 € {0, X}. Thus,
there exists A C X such that A € 7 and A € 7, but A # 0 and A # X.
Hence, by using Theorem 8.5, we can infer that A° € 7, and A€ # (). Therefore,
A, A® € 7 \ {0} such that AN A° = (. Thus, R cannot be quasi-proximally
ultraconnected.

This proves the first statement of the theorem. The second statement can be
proved quite similarly. O

Theorem 30.6. If R is quasi-topologically ultraconnected relator on X, then R
is quasi-proximally ultraconnected.

Theorem 30.7. For a relator R on X, the following assertions are equivalent :
(1) R is quasi-topologically ultraconnected ;
(2) R" is quasi-prozimally ultraconnected.
Theorem 30.8. A relator R on X is quasi-prozimally ultraconnected if and only
if any one of the relators R, R* and R¥* is quasi-prozimally ultraconnected.

Remark 30.9. From this theorem, we can see that the relator R is quasi-proximally
connected if, for instance, any one of the relators and R#>* and R>®# is quasi-
proximally ultraconnected.

Theorem 30.10. A relator R on X is quasi-topologically ultraconnected if and
only if any one of the relators R*, R#*, R" and R ™ is quasi-topologically
ultraconnected.

Remark 30.11. From Remark 20.11, we know that Tre C 7r . Hence, we can
infer that Fre C Fr, and thus Fre \ {0} C Fr \{0}. Therefore, if R is quasi-
topologically ultraconnected, then R is also quasi-topologically ultraconnected.

Theorem 30.12. For a relator R on X, the following assertions are equivalent :
(1) R is quasi-prozimally ultraconnected ;
(2) AUB#X forall A, Bem, \{X};
(3) A\B#0 forall Acrr\{0} and Be 1 \{X}.

Theorem 30.13. For a relator R on X, the following assertions are equivalent :
(1) R is quasi-topologically ultraconnected ;
(2) AUB#X forall A, Be TR \{X};
(3) A\B#0 forall Ac Fr\{0} and B € T \{X}.

Proof. For instance, if (1) holds and A € Fr \ {0} and B € Tg \ {X}, then
because of B¢ € F\ {0}, we have A\ B = AN B¢ # (. Therefore, (1) implies
(3). O

Remark 30.14. This theorem shows that our quasi-topologically ultraconnected-
ness also extends the strong connectedness of Levine [95] studied also by Leuschen
and Sims [94].

Namely, it can be easily seen that assertion (2) of Theorem 30.13 can be refor-
mulated in the form that X = AU B, together with A, B € Tx, implies that
either A=X or B=X.
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Now, in addition to the above theorems, we can also easily prove the following
Theorem 30.15. For a relator R on X, the following assertions are equivalent :
(1) R is quasi-proximally ultraconnected ;

(2) R~ quasi-prozimally hyperconnected.

Proof. By Theorem 8.6, we have Fr = 7,1, and thus also 7 \ {0} = 7.1 \ {0}
for any relator R on X. Therefore, 7 \ {#}} has the binary intersection property
if and only if 7,-1\ {0} has this property. Thus, by Definition 30.1, assertions (1)
and (2) are equivalent. O

Remark 30.16. This theorem shows that, in contrast to the independence of quasi-
topological ulraconnectedness and quasi-topological hyperconnedtedness [158, p.
29], the quasi-proximal ultraconnectedness is not completely independent of the
quasi-proximal hyperconnectedness.

31. HYPERCONNECTED RELATORS

Because of a reformulation of the definition of a hyperconnected topology
mentioned in Section 1, we may also naturally introduce the following

Definition 31.1. A relator R on X to Y will be called hyperconnected if
Er CDg.

Remark 31.2. This property can be expressed in a more instructive form that the
identity function Ay of Y is fatness reversing.

Therefore, some of the forthcoming results can be greatly generalized according
to the ideas of a former paper [201] of the second author.

Theorem 31.3. If R is a hyperconnected relator on X, then R is both quasi-
proximally and quasi-topologically hyperconnected.

Proof. By Theorem 8.16 and Definition 31.1, we have Tz \ {0} C ér C Dr.
Therefore, if A, B € Tr \ {0}, then we have both A € £ and A # 0. Hence, by
using Theorem 7.7, we can infer that AN B # (). Thus, by Definition 29.1, R is
quasi-topologically hyperconnected. Now, by Theorem 29.7, we can state that R
is also quasi-proximally hyperconnected. O

From this theorem, by using Theorem 29.5, we can immediately derive

Corollary 31.4. If R is a hyperconnected relator on X, then R is both quasi-
proximally and quasi-topologically connected.

However, as a certain converse to the above results, we can only prove

Theorem 31.5. If R is a paratopologically minimal relator on an arbitrary set X
to a nonvoid set Y, then R is hyperconnected.

Proof. By Theorem 24.5, we have P(Y )\ {0} C Dg . Hence, since Ex C P(Y),
it is clear that Ex \ {0} C Dg also holds. Moreover, since Y # (J, we can note
that P(Y)\ {0} # 0, and thus also Dr # 0. Hence, by Theorem 7.14, we can
see that ) ¢ £z, and thus £ = Eg \ {0} . Therefore, we actually have £r C Dg,
and thus R is hyperconnected. O
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Remark 31.6. Note that if in particular R is a relator on X to @), then because
of RCP(XxY)=P(0)={0} we have either R =0 or R ={0}.

Hence, by using Theorem 7.3 and 7.6, we can see that either £ = 0 and
Dr = {0}, or &g = {0} and Dxr = 0. Therefore, in the latter case R is not
hyperconnected despite that in both cases it is paratopologically minimal.

By using the corresponding definitions, we can also easily prove the following

Theorem 31.7. For a relator R on X to Y, the following assertions are equi-
valent :

(1) R is hyperconnected ;
(2) R(z)€Dr forall x€X and RER;
(3) R(z)NS(y)#0 forall z,y€X and R, SER.

Proof. Since by Remark 7.4 we have R(z) € g forall x € X and Re€ R, it is
clear that assertion (1), i.e., the inclusion Ex C Dg, implies (2).

On the other hand, if A € Ex, then there exists z € X and R € R, such
that R(x) C A. Moreover, if (2) holds, then we have R (z) € Dr . Hence, since
Dr is ascending, we can already infer that A € Dgx also holds. This shows that
Er C Dg, and thus (1) also holds. Therefore, (2) also implies (1).

The equivalence of (2) and (3) can be proved most directly by noticing that, for
any z € X and R € R, we have

R(z) e Dr <= X Cclr(R(z)) < VyeX: VSeR: Sy)NR(x)#0.
g

Remark 31.8. According to [167], a relator R on X to Y may be called semi-
directed if (3) holds. Thus, a relator is hyperconnected if and only if it is semi-
directed.

Moreover, the relator R may be called quasi-directed if R(z) N S(y) € Er
holds for all =,y € X and R, S € R. Thus, a non-partial, quasi-directed relator
is semi-directed.

From Theorem 31.7, we can also immediately derive

Corollary 31.9. If R is a hyperconnected relator on X to Y, then R is non-
partial.

Proof. Namely, by Theorem 31.7, we have R(z) = R(z) N R(x) # 0 forall x € X
and ReR. O

Remark 31.10. Moreover, if for instance R = {(z,y) € R*: z <y} and
S={(z,y) €R?*: |z—y|<r} forsome r >0, then by using Theorem 31.7
we can also at once see that R = {R} is hyperconnected, but S = {S} is not
hyperconnected.

However, it is now more important to note that, by using Theorem 31.7 and the
plausible notation R~'oR={S"'oR: R,S€ R}, we can also easily prove
some more instructive characterizations of hyperconnected relators.

Theorem 31.11. For a relator R on X to Y, the following assertions are equiv-
alent :
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(1) R is hyperconnected ;
(2) X?2=S"1oR forall R,SER;
(3) R7'oRC{X?}. (4) X?=N R 'oR.

Proof. Note that, for any =,y € X and R, S € R, we have
R(z)NS(y) #0 < ye ST'[R(z)] <= y€ (S oR)(z) «> (z,y) € S oR.
Therefore, by Theorem 31.7, assertions (1) and (2) are equivalent.

Thus, to complete the proof, it remains only to note that (3) and (4) are only
concise reformulations of (2). O

Remark 31.12. By using the equality pr = (| R}, assertion (4) can be written
in the shorter form that X2 = p-1,, .

Moreover, by using the cross product of relations [193], assertion (4) can also
reformulated in the shorter form that Ay € Ermr -

32. FURTHER CHARACTERIZATIONS OF HYPERCONNECTED RELATORS

Now, analogously to Theorems 29.11 and 10.10, we can also easily prove

Theorem 32.1. A relator R on X to Y is hyperconnected if and only if any one
of the relators R*, R#*, R" and R” is hyperconnected.

Proof. By Theorems 12.8 and 12.11, we have &g = Exo and Dr = Dyio for all
O € {*, #, A, A}. Therefore, by Definition 31.1, the required assertion is also
true. O

However, it is now more important to note that by using Corollary 13.7, we can
also prove the following

Theorem 32.2. For a non-partial relator R on X, the following assertions are
equivalent :

(1) R is hyperconnected ;
(2) R* is quasi-proxzimally connected ;

(8) R® is quasi-topologically connected.

Proof. By Definition 25.1, assertion (3) is equivalent to the inclusion
(a) TRA ﬂ]:RA - {@, X}

Moreover, by using Corollary 13.7, we can see that inclusion (a) is equivalent to
the inclusion

(b) (ErU{0})N((P(X)\Dr)U{X}) S {0, X}.

However, this inclusion can easily be seen to be equivalent to the simplified
inclusions

(c) E&r\Dr C{0, X}, (d) Er\{0} S DrU{X}.
Namely, because of £ \Dr = ExN(P(X)\Dr) , assertion (b) trivially implies
(c). Moreover, if (b) does not hold, then there exists A C X such that
Ac (ErUu{0}) N ((P(X)\ Dr)U{X}), but A¢{D, X}.
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This implies that
Ae&rU{l} and Ae (P(X)\Dr)U{X}, but  A#0 and A#X,
Hence, we can already infer that

A€ ér\Dr, but Ag¢{0,X}.

Therefore, (c) does not also hold. This shows that (c) also implies (b). Therefore,
assertions (b) and (c) are equivalent.

The equivalence of assertions (c¢) and (d) can be proved even more easily. Namely,
if (d) does not hold, then there exists A C X such that

AcEr\ {0}, but A¢ D U{X]}.
This, implies that
Aeér and A#0, but A¢Dr and A#X.

Hence, we can infer that
AESR\DR, but A¢{®,X}

Therefore, (c¢) does not also hold. This shows that (c¢) implies (d). The converse
implication can be proved quite similarly.

Now, to complete the proof, it is enough to note only that, since R is non-partial,
we have () ¢ Ex and X € Dy . Therefore, inclusion (d) is equivalent to the more
simple inclusion £r C Dg . Thus, assertion (3) is equivalent to (1).

Moreover, by Corollary 25.7, assertions (2) and (3) are also equivalent. Namely,
the relator R% is topologically fine in the sense that R2" = R2. O

Remark 32.3. This theorem shows that the properties of non-partial hypercon-
nected relators can, in principle, be immediately derived from those of the quasi-
proximally connected ones.

For instance, from our former Theorems 26.1 and 26.4, by using Theorem 32.2,
we can immediately derive the following

Theorem 32.4. For a non-partial relator R on X, the following assertions are
equivalent :

(1) R is hyperconnected ;

(2) RV RY is quasi-proximally minimal ;

(3) RAVRY C{X2%}?; (4) (R*VRY)™ C{X?}.

By using Theorem 31.7, and some basic properties of the families £ and Dg ,
we can also easily prove the following two theorems.

Theorem 32.5. For a relator R on Y to Y, the following assertions are equiva-
lent :

(1) R is hyperconnected ;
(2) A°¢ Ex forall Acér;
(3) ANB#0 forall A, BE€ég.
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Theorem 32.6. For a relator R on Y to Y, the following assertions are equiva-
lent:

(1) R is hyperconnected ;
(2) AeDgr or A°€Dgr forall ACY;
(3) A€ Dgr or Be€Dgr whenever Y =AUB.

Proof. For instance if (3) does not hold, then there exist A, B C X such that
Y =AUB, but A¢ Dgr and B ¢ Dg. Hence, by using Theorem 7.6, we can
infer that A€ € £ and B¢ € £ . Moreover, we can also note that

A°NB°=(AUB)=Y°=0.

Therefore, by Theorem 32.5, assertions (1) does not also holds. This shows that (1)
implies (3). O

33. SOME PARTICULAR THEOREMS ON MINIMAL AND CONNECTED RELATORS

In addition to Theorem 23.3, Corollary 20.6 and Theorem 20.7, we can also prove

Theorem 33.1. For a weakly proximal relator R on X, the following assertions
are equivalent :

(1) R is paratopologically minimal;

(2) R is quasi-proximally minimal; (8) R is quasi-topologically minimal.

Proof. From Theorems 23.3 and 20.3, we know that (1) = (3) = (2) even if R
is not supposed to be weakly proximal. Therefore, we need only prove that now (2)
also implies (1).

For this, note that if (1) does not hold, then by Theorem 24.1 we have
R ¢ {X?}. Therefore, there exists R € R such that R # X2. Thus, there
exist z,y € X such that (z,y) ¢ R. Hence, we can infer that y ¢ R(x), and
thus R (z) # X. Moreover, since R is weakly proximal, there exists A € 7, such
that x € A C R(z), and thus () # A # X. This shows that 7. € {0, X}, and
thus (2) does not also hold. Therefore, (2) implies (1). O

Quite similarly, we can also prove the following theorem which will now be rather
proved as a consequence of the above theorem.

Theorem 33.2. For a topological relator R on X, the following assertions are
equivalent :

(1) R is paratopologically minimal; (2) R is quasi-topologically minimal.

Proof. If R is a topological relator on X, then from Theorem 17.8 we can see that
R” is a proximal relator on X. Thus, by Theorem 33.1, the following assertions
are equivalent :

(a) R”" is paratopologically minimal; (b) R” is quasi-topologically minimal.

Moreover, from Theorems 24.3 and 20.10 we can see that (a) is equivalent to (1),
and (b) is equivalent to (2). Therefore, (1) and (2) are also equivalent. O
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Remark 33.3. Now, for an easy illustration of Theorems 33.2 and 24.7, one can
note that if in particular 7 is a topology on X, then under the notations

int(A)=U TNP(A) and E={ACX: int(A)#0},
the following assertions are equivalent :

(1) E={X}k () T={0, X} (3) mt(4)=0for A€ P(X)\{X}.

However, it is now more important to note that, in addition to Theorem 33.2,
we can also prove the following

Theorem 33.4. For a topological relator R on X, the following assertions are
equivalent :

(1) Tr\{0} C Dr ;
(2) R is hyperconnected; (3) R is quasi-topologically hyperconnected.

Proof. From Theorem 31.3, we know that (2) always implies (3). Moreover, if
(2) holds, then by Definition 31.1 we have &g C Dgr. Hence, by using that
Tr \ {0} C &r, we can see that (1) also holds even if R is not supposed to
be topological.

On the other hand, if A € £x, then by Corollary 16.12 we can state that there
exists V € T \ {0} such that V' C A. Hence, if (1) holds we can infer that
V € Dr . Now, since Dy is ascending, we can also state that A € Dg . Therefore,
Er C Dgr, and thus (2) also holds.

Quite similarly, if A, B € £z, then by Corollary 16.12 we can state that there
exist V,W € T \ {0} such V C A and W C B. Therefore, if (3) holds, then
VNW #0, and thus AN B # () is also true. Now, by Theorem 32.5, we can see
that (2) also holds. O

The following two theorems show that quasi-ultraconnected relators are less
important than the quasi-hyperconnected ones.

Theorem 33.5. If R is a Ti-separating relator on X and card (X) > 1, then
R is not quasi-topologically ultraconnected.

Proof. By the assumption, for any z, y € X, with x # y, there exists R € R such
that « ¢ R (y), and thus R (y)N{z} = (. Hence, by Theorem 6.3, we can see that
y ¢ cr({z}), and thus clg({z}) C {z}. Therefore, {} € Fr, and thus also
{z} € Fr\ {0} for all z € X. Thus, if R is quasi-topologically ultraconnected,
i.e., the family Fxr \ {0} has the binary intersection property, then the family
{{z}}+ex also has the binary intersection property. Therefore, {z}N{y} # 0 for
all z, y € X. Hence, we can infer that X is either the empty set or a singleton, and
thus card(X) < 1. This contradiction shows that R cannot be quasi-topologically
ultraconnected, O

Theorem 33.6. For a weakly topological relator R on X, the following assertions
are equivalent :

(1) R is quasi-topologically ultraconnected;
(2) cgr(z)Nclg(y) #0 foral z,yeX;
(3) cr(A)Nclr(B)#0 forall 0#A, BCX.
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Proof. By Remark 16.10 and Theorem 16.3, for any = € X we have

cdr(z) =g ({z}) € Fr \ {0}.

Moreover, if (1) holds, then the family Fr \ {}} has the binary intersection prop-
erty. Thus, in this case, the family {clg (z)}.cx also has the binary intersection
property. Therefore, (2) also holds.

On the other hand, if (2) holds, then by using that clg (z) = clg ({z}) C clg (A)
for all x € A C X, we can at once see that (3) also holds. While, if (3) holds and
x,y € X, then by taking A = {x} and B = {y}, we can at once see that (2)
also holds.

Therefore, it remains to show only that (2) also implies (1). For this, note that
if A, Be Fr\ {0}, then by taking z € A and y € B, we have

cdr(z) =cr({z}) Ccr(A) CA and clr(y) =clr({y}) C clr(B) C B.

Moreover, if (2) holds, then clg (z) Nclr (y) # @, and thus AN B # (). Therefore,
(1) also holds. O

Remark 33.7. Note that the implications (3) <= (2) = (1) do not require any
extra assumptions on the relator R .

Moreover, instead of the weak-topologicalness of R, it is enough to assume only
that R is weakly quasi-topological and pgr = (| R~! is non-partial.

34. QUASI—DOOR, QUASI-SUPERSET AND QUASI-SUBMAXIMAL RELATORS

Analogously to the definition of a door topology, we may naturally introduce the
following
Definition 34.1. A relator R on X will be called

(1) a quasi-proximally door relator if P(X) =7 U Fg;

(2) a quasi-topologically door relator if P(X)=TrU Fr.

Now, by using this definition, we can easily establish the following two theorems.
Theorem 34.2. For a relator R on X, the following assertions are equivalent :

(1) R is a quasi-prozimally door relator;

(2) P(X)\ 7= C Fr; (3) P(X)\ #x C 7x.

Theorem 34.3. For a relator R on X, the following assertions are equivalent :
(1) R is a quasi-topologically door relator;
(2) P(X)\Tr € Fr;  (3) P(X)\Fr C Tr.

Proof. To prove the implication (2) = (1), note that if (2) holds, then we have

P(X)=Tr U (P(X)\ Tr) C Tx U Fr . Therefore, P(X) = Tr U Fgr, and thus
(1) also holds. O

Remark 34.4. Now, for instance, we can also easily see that R is a quasi-topologi-
cally door relator on X if and only if, for any A C X, we have either A € Tr or
AceTr.
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Namely, if for instance R is a quasi-topologically door relator on X, then by
Theorem 34.3 we have P(X)\ Tr C Fr . Therefore, if A C X such that A ¢ Tg,
then we necessarily we have A € Fr. Hence, by Theorem 8.13, it follows that
AceTr.

Because of a reformulation of the definition of a superset topology mentioned in
Section 1, we may also naturally introduce the following

Definition 34.5. A relator R on X will be called
(1) quasi-proxzimally superset relator if Er C 7x;

(2) quasi-topologically superset relator if Er C Tr .
Thus, we can easily prove the following two theorems.

Theorem 34.6. For a relator R on X, the following assertions are equivalent :
(1) R is a quasi-prozimally superset relator ;
(2) Er\Tr=0; (8) P(X)=rrUDg;
(4) P(X)\ 7= C Dr; (5) P(X)\Dr C #x.
Theorem 34.7. For a relator R on X, the following assertions are equivalent :
(1) R is a quasi-topologically superset relator;
(2) Er\Tr=10; (3) P(X)=FrUDg;
(4) P(X)\ Fr C Dr; (5) P(X)\Dr C Fr.
Proof. 1t is clear that the inclusion & C Txr is equivalent to the property
Er \ Tr = 0. Therefore, assertions (1) and (2) are equivalent.
Moreover, if (3) does not hold, then there exists A C X such that A ¢ FrUDx ,
and thus A ¢ Fr and A ¢ Dr. Hence, by using the equality A = (A°)° and

Theorems 7.6 and 8.13, we can infer that A¢ € &g and A°® ¢ Tr. Therefore,
Er € Tr(1), thus (1) does not also hold. Consequently, (1) implies (3).

The converse implication (3) = (1) can be proved quite similarly. Therefore,
assertions (1) and (3) are also equivalent. Moreover, analogously to Theorem 34.3,
it is clear that assertions (3), (4) and (5) are also equivalent. O

Concerning superset relators, we can also easily prove the following

Theorem 34.8. For a non-partial relator R on X, the following assertions hold :
(1) R is a quasi-prozimally superset relator if and only if Er = 1= \ {0} ;
(2) R is a quasi-topologically superset relator if and only if Er = T \ {0}.

Proof. By Theorems 8.14 and 8.16, we have 7 \ {0} C Tr \ {0} C Er for any
relator R on X. Moreover, if R is non-partial, then by Theorem 7.14 we have
() ¢ Er. Therefore, in this case, R is a a quasi-proximally (quasi-topologically)
superset relator if and only if €r C 7= \ {0} (Er C T\ {0}). O

Analogously to the definition of a submaximal topology, we may also naturally
introduce the following
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Definition 34.9. A relator R on X will be called
(1) quasi-prozimally submazimal if Dr C 7x ;

(2) quasi-topologically submazimal if Dp C T .

Thus, analogously to Theorems 34.6 and 34.7, we can also easily prove the
following two theorems.

Theorem 34.10. For a relator R on X, the following assertions are equivalent :
(1) R is quasi-proximally submazimal ;
(2) Dr\1==0; (3) P(X)=rrUEr;
(4) P(X)\7r C Ex; (5) P(X)\Er C Fr.

Theorem 34.11. For a relator R on X, the following assertions are equivalent :
(1) R is quasi-topologically submazimal ;
(2) Dr\Tr =0; (3) P(X)=FrUE&r;
(4) P(X)\Fr C&Er; (5) P(X)\ér C Fr.

35. RELATIONSHIPS AMONG DOOR, SUPERSET AND SUBMAXIMALITY PROPERTIES

Now, in contrast to Theorems 20.3, 25.5, 29.7 and 30.6, we have the following

Theorem 35.1. If R is a quasi-proxzimally door, superset, resp. submazximal relator
on X, then R is a quasi-topologically door, superset, resp. submazimal relator
on X.

Proof. By Theorem 8.14, we have 7, C Tr and 7x UFr C Tr U Fr for any relator
R on X. Hence, by the corresponding definitions, it is clear that the required
implications are true.

For instance, if R is a quasi-proximallly door relator on X, then by Definition
34.1 and the above observation, we have P(X) = 7o U Fr C Tr U Fr, and thus
also P(X) = Tr U Fr . Therefore, by Definition 34.1, R is a quasi-topologically
door relator on X. O

Theorem 35.2. If R is a nonvoid, quasi-proximally (quasi-topologically) door
relator on X, then R is a quasi-prozimally (quasi-topologically) submaximal
relator on X.

Proof. Suppose first that R is a quasi-topologically door relator on X and
A € Dgr. Then, by the corresponding definitions, we have P(X) = Tg U Fr
and X =clg(A4).

Now, if A ¢ Tr, then because of X € Tr we can state that A # X. Moreover,
because of P(X) = Tr U Fr, we can state that A € Fr, and thus clg(A) C A.
Hence, since X = clg(A), we can infer that X C A, and thus A = X. This
contradiction proves that A € Tr. Therefore, Dr C Tr, and thus R is quasi-
topologically submaximal.

Next, suppose that R is a quasi-proximally door relator on X and A € Dg.
Then, by Definition 34.1 and Theorem 7.5, we have P(X) = 7o U 7 and X =
R7[A] forall ReER.
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Now, if A ¢ 75, then because of X € 7, we can state that A # X. Moreover,
because of P(X) = 72 UFr, we can state that A € 7 . Hence, by using Theorem
8.6, we can infer that A € 7,-1. Therefore, by Theorem 8.4, there exists R € R
such that R7![A] C A. Hence, since X = R™'[A], we can infer that X C A,
and thus A = X. This contradiction proves that A € 7. Therefore, Dr C 7%,
and thus R is quasi-proximally submaximal. O

Remark 35.3. Note that if R is a quasi-proximally door relator on X, then
because of 7, U Fr = P(X) and 7, U7, =} we necessarily have R # ().

While, if R is a quasi-topologically door relator on X, then by using that 7T U
Fr =P(X) and Ty U Fy = {0, X} we can only prove R # { if card (X) > 1.

Theorem 35.4. If R is a hyperconnected, quasi-prozimally (quasi-topologically)
submazimal relator on X, then

(1) R is a quasi-prozimally (quasi-topologically) door relator on X;
(2) R is a quasi-prozimally (quasi-topologically) superset relator on X.

Proof. Now, by Definitions 31.1 and 34.9, we have &g C Dr and Dr C 7%
(Dr C Tr). Therefore, ér C 7 (Er C Tr), and thus assertion (2) is true.
Therefore, actually we need only prove assertion (1).

For this, suppose that R is a hyperconnected, quasi-proximally submaximal
relator on X. Then, by Definitions 31.1 and 34.9, we have £ C Dr and Dr C 7% .
Now, if A € D, then because of Dr C 7, we also have A € 7. While, if
A € P(X)\ Dgr, then by Theorem 7.6 we have A¢ € £x . Hence, by using that
Er C D, we can infer that A€ € Dy . Thus, again by Dr C 7, we also have
A€ € 7. Hence, by Theorem 8.13, we can infer that A € 7. Therefore, in
both cases, we have A € 7 U 7. This proves that P(X) C 7x U#r, and thus
P(X) = 7r UFg . Therefore, R is a quasi-proximally door relator on X.

Thus, we have proved the first statement of (1). The second statement of (1) can
be proved quite similarly. O

Now, as an immediate consequence of Theorems 35.2 and 35.4, we can also state

Corollary 35.5. For a nonvoid, hyperconnected relator R on X, the following
assertions are equivalent :

(1) R is a quasi-prozimally (quasi-topologically) door relator on X ;

(2) R is a quasi-prozimally (quasi-topologically) submazimal relator on X.

Remark 35.6. Note that the implication (2) = (1) does not require the extra
condition that R # (.

However, Dy = P(X), but Ty = {0}. Therefore, @ is a topologically
submaximal relator on X if and only if X = 0.

Concerning quasi-topologically superset relators, we can also easily prove the
following two theorems.

Theorem 35.7. If R is a quasi-topologically superset relator on X, then R is a
strongly quasi-topological relator on X.

Proof. Now, for any 2 € X and R € R, we have R(z) € Eg C Tr. Therefore,
by Remark 16.10, the required assertion is true. O
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Theorem 35.8. If R is a quasi-topologically filtered, quasi-topologically superset
relator on X such that R is not quasi-topologically maximal, then R is quasi-
topologically hyperconnected.

Proof. Assume on the contrary that R is not quasi-topologically hyperconnected.
Then by Definition 29.1, there exist A, B € Tg \ {0} such that AN B ={. Thus,
for any = € X, we have

{z} = (Au{z})n(BU{z}).
Moreover, because of Tr \ {0} C Er, we also have A, B € Ex . Thus, since £

is ascending, we can also state that AU{z}, BU{z} € Ex . Hence, by using that
R is a quasi-topologically superset relator, and thus &z C T, we can infer that

Au{z}, BU{z} e Tr.

Now, since R is quasi-topologically filtered, and thus Tx is closed under binary
intersection, we can also state that

(Auf{z})n(BU{z}) € Tr.
Therefore, {z} € T, and thus {z} € Tr \ {0}.
Hence, by using that T \ {0} C Ex, we can infer that {z} € Er . Now, since
x € X was arbitrary and Eg is ascending, it is clear that P (X)\{0} C Ex . Hence,
by using again that &g C T, we can infer that P (X)\ {0} C T . Therefore,
we actually have Tr = P(X), and thus R is quasi-topologically maximal. This
contradiction proves that R is quasi-topologically hyperconnected. g

36. RESOLVABLE AND IRRESOLVABLE RELATORS

Because of a reformulation of the definition of a resolvable topology, mentioned
in Section 1, we may also naturally introduce the following

Definition 36.1. A relator R on X to Y will be called resolvable if
Dr\Er #0.

The importance of this definition can easily be clarified by the following

Example 36.2. If X =R and
R,={(z,y)€X?: |z—y|<n'}

for all n € N, then R ={ R, }52, is a resolvable tolerance relator on X.

To prove the resolvability of R, note that

Ruy(x)=]ox—n"t z+n '

for all x € X and n € N. Moreover, recall that every nonvoid, open interval in R
contains both rational and irrational numbers. Therefore, Q € Dr and Q ¢ &x,
and thus Q € Dg \ Exr .

By using Theorem 7.6, Definition 36.1 can be reformulated in the following

Theorem 36.3. For a relator R on X to Y, the following assertions are equi-
valent :

(1) R is resolvable ; (2) Dr < Er;
(8) there exists A € Dr such that A€ € Dg .



CONNECTEDNESS PROPERTIES 533

Now, by calling the relator R to be irresolvable if it is not resolvable, we can
also easily establish the following

Theorem 36.4. For a relator R on X to Y, the following assertions are equi-
valent :

(1) R is irresolvable ; (2) Dr\Er=10; (3) Dr Cé&r.
Hence, by Definition 31.1, it is clear that in particular we also have

Corollary 36.5. For a relator R on X to Y, the following assertions are equi-
valent :

(1) Dr=~Er; (2) R is irresolvable and hyperconnected.

Moreover, by using Theorem 36.4 and Definitions 34.5 and 34.9, we can also
easily establish the following

Theorem 36.6. If R is an irresolvable, quasi-prozimally (quasi-topologically)
superset relator on X, then R is quasi-prozimally (quasi-topologically) submaximal.

Proof. Now, by Theorem 36.4 and Definition 34.5, we have Dr C g and Ex C 7%
(Er C Tr). Therefore, Dr C 7= (Dr C Tr), and thus by Definition 34.9 the
required assertion is true. O

Now, by using Definition 36.1 and Theorem 36.3, we can also easily prove
following counterpart of Theorem 32.6.

Theorem 36.7. For a relator R on X to Y, the following assertions are equi-
valent :

(1) R is irresolvable ;
(2) A° ¢ Dg forall A€ Dgr;
(3) ANB#0 forall A, BeDg.

Proof. If (2) does not hold, then there exists A € D such that A¢ € Dr . There-
fore, by Theorem 36.3, R is resolvable, and thus (1) does not also hold. Conse-
quently, (1) implies (2).

While, if (3) does not hold, then there exists A, B € Dg such that ANB =10.
Hence, we can infer that B C A€, and thus A¢ € Dg . Therefore, (2) does not
also hold. Consequently, (2) implies (3).

Finally, if (1) does not hold, then by Theorem 36.3 there exists A € Dg such that
A€ € D . Thus, since AN A€ = (), assertion (3) does not also hold. Consequently,
(3) also implies (1). O

Moreover, analogously to Theorems 32.6 and 32.1, we can also easily prove the
following two theorems.

Theorem 36.8. For a relator R on X to Y, the following assertions are equi-
valent :

(1) R is irresolvable ;
(2) A€ér or A°€ér forall ACY;
(8) Ac€&r or BeEr whenever Y =AUB.
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Theorem 36.9. A relator R on X to Y is resolvable (irresolvable) if and only if
any one of the relators R*, R¥, R" and R® is resolvable (irresolvable).

37. AN ILLUSTRATING EXAMPLE

The following example, given by Pataki [137], will show that even a very parti-
cular quasi-proximally minimal relator need not be topologically minimal. Thus,
the converse of Theorem 20.3 is not true.

Example 37.1. If X ={1,2,3} and Ry, Ry C X? such that
Ri(1) =X, Ry(2) ={1, 2}, Ry(3) ={1,3},
Ry(1) = {1, 2}, Ry(2) = X, Ry(3) ={2,3},
then R = { Ry, Ra} is a tolerance relator on X such that:
(1)
(2) R is both irresolvable and hyperconnected ;
(3)

R is quasi-proximally minimal ;

R is neither paratopologically nor quasi-topologically minimal ;

(4) R is neither quasi-proximally nor quasi-topologically door, superset and
submaximal ;

(5) R is both quasi-proximally and quasi-topologically connected, hypercon-
nected and ultraconnected .

It can be easily seen that R; and R, are reflexive and symmetric relations on X.
Therefore, R is a tolerance relator on X. Moreover, by using Theorem 31.7, we can
easily see that R is hyperconnected. Thus, by Corollary 31.4 and Theorem 31.3,
R is both quasi-proximally and quasi-topologically connected and hyperconnected.

On the other hand, by using Theorem 8.12, we can easily see that
Tr={0, {1,2}, X }.

Therefore, Tr € {0, X}, and thus R is not quasi-topologically minimal. Hence,
by Theorem 23.3, it follows that R is also not paratopologically minimal. ( This is
also immediate from the fact that {1,2} = R;(2) € &r.)

Now, by using Theorem 8.13, we can also note that
Fr={0, {3}, X}.

Therefore, Fr \ {@} also has the binary intersection property, and thus R is
quasi-topologically ultraconnected. Hence, by Theorem 30.6, it follows that R is
also quasi-proximally ultraconnected.

On the other hand, concerning the set A = {1, 2}, we can also easily see that

Ri[A]=Ri(1)UR;(2)=XZ A

for all i =1, 2, and thus A ¢ 7 . Hence, by using that 7= C T, we can already
infer that 7 = {0, X}, and thus R is quasi-proximally minimal.

Now, we can also note that
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Therefore, R is not a quasi-topologically door relator. Moreover, by using Theo-
rems 7.3 and 7.6, we can also easily see that

Er={{1,2}, {1,3}, {2,3}, X} =Dx.
Therefore, Er € Tr and Dr € Tr, and thus R is not also a quasi-topologically
superset and submaximal relator. Hence, by Theorem 35.1, we can see that R is

also not a quasi-proximally door, superset and submaximal relator. Moreover, since
Dr \ Er =0, we can also state that R is not resolvable.

Remark 37.2. In connection with the above relator R, it is also noteworthy that

(Rio Rj)(z) = Ri[Rj(x)]= U Rily)=X

YER;(x)
forall x € X and ¢, j =1, 2. Therefore, R;o R; = X2 forall i=1, 2, and thus
RoR={RoS: R,SeR}={X?}.

Hence, in particular we can see that R? = { R?: Re R} = {XQ} , and thus R
is 2—well-chained in a natural sense.

Moreover, if R is as in Example 37.1, then by Theorem 20.7 and Corollary 20.6,
it is clear that R cannot be proximally simple and topologically fine. However, by
using direct arguments, we can prove some much better assertions.

Example 37.3. If R is as in Example 37.1, then
(1) R is not uniformly, proximally and topologically simple;
(2) R is quasi-proximally, quasi-topologically and paratopologically simple.

Now, by using the preorder relations U = X? and V = A% U A°x X with
A=1{1, 2}, we can easily see that

TR:{Q,X}:T{U} and T’R,:{@,A,X}:’]-{V}.
Hence, by using Theorem 12.9, we can already infer that
R# = {U}" and RN = (V1

Therefore, R is both quasi-proximally and quasi-topologically simple.
Moreover, if W is a relation on X such that
W(l):{1’2}7 W(2):{273}v W(3)2{173}a

then by using Theorem 7.3 we can easily see that €r = &gy . Hence, by using
Theorem 12.9, we can infer that R* = {IWW }# . Therefore, R is also paratopologi-
cally simple.

Next, we show that R is not topologically simple. For this, assume on the
contrary that R is topologically simple. Then, there exists a relation S on X
such that R = {S}". Hence, by using that A is extensive, we can infer that
Ry, Ro € {S}" and S € R". Thus, in particular by the definition of A, we have
both S(3) € R;(3) and S(3) C R2(3), and moreover either R;(3) € S(3) or
R5(3) € S (3). Hence, by using that R;(3) = {1, 3} and R(3) ={2, 3}, we can
infer that either {1, 3} C {3} or {2, 3} C {3}. This contradiction shows that R
cannot be topologically simple.

Hence, it is clear that R cannot also be [J-simple for any operation [ for relators
with A = A. Thus, in particular, R cannot also be uniformly and proximally
simple.
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Remark 37.4. Concerning the relator R, considered in Example 37.1, we can
also note that X2 ¢ R, and thus R cannot be [J-fine for any operation [ for
relators with X2 ¢ RY.

38. ANOTHER ILLUSTRATING EXAMPLE

Recall that the relator considered in Example 37.1 is quasi-topologically con-
nected. Therefore, to see that the converse of Theorem 25.5 is also not true, we
have to consider another example.

The following somewhat more difficult example, given also by Pataki [137], will
show that even a very particular quasi-proximally connected relator need not be
quasi-topologically connected.

Example 38.1. If X ={i}}; and R; C X2 for all i € X such that

Ri(1)={1,2}, Ri(2) =X, Ri(3)=Ri(4) ={2,34},

Ry(1) = X, Ry(2)={1,2}, Ry(3) = Ra(4) ={1,3,4},
R3(1) = R3(2) ={1, 2,4}, R3(3) ={3,4}, R3(4) = X,
R4(1) = Ry(2)={1,2,3}, R4(3) =X, Ry(4)=1{3,4},

then R = {Ri};l is a tolerance relator on X such that:

(1) R is not resolvable, hyperconnected and paratopologically minimal ;

2 R is quasi- roximally minimal, connected hy erconnected and ultracon-
q P ’ p
nected ]

(3) R is neither quasi-proximally nor quasi-topologically door, superset and
submaximal ;

(4) R is not quasi-topologically minimal, connected, hyperconnected and
ultraconnected .

It can again be easily seen that each R; is a reflexive and symmetric relation
on X. Therefore, R is a tolerance relator on X. Moreover, we can at once see
that R1(1) N R3(3) = . Therefore, by Theorem 31.7, we can state that R is
not hyperconnected. Hence, by using Theorem 31.5, we can infer that R is not
paratopologically minimal. (This statement is also immediate from the fact that
{1,2}=Ri(1)€eér.)

On the other hand, by using Theorems 8.12 and 8.13, we can see that

Tr={0, {1,2}, {3,4}, X} = Fr.
Therefore, Tr N Fr = Tr € {0, X}, and thus R is not quasi-topologically
connected. Hence, by using Theorems 25.3, 29.5 and 30.5, we can infer that R
is also not quasi-topologically minimal, hyperconnected and ultraconnected. ( The
latter statements are now also quite obvious by the corresponding definitions .)
On the other hand, concerning the sets A = {1, 2} and B = {3, 4} we can also
easily see that

for all ¢ € X, and thus A, B ¢ 7. Hence, by using that 7 C Tg, we can
infer that 7. = {0, X}, and thus R is quasi-proximally minimal. Hence, by
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using Theorems 25.3, 29.3 and 30.3, we can infer that R is also quasi-proximally
connected, hyperconnected and ultraconnected. (The latter statements are now
also quite obvious by the corresponding definitions.)

Now, we can also note that T U Fr = Tr # P(X). Therefore, R is not a
quasi-topologically door relator. Moreover, by using Theorems 7.3 and 7.6, we can
also easily see that

Er=1{{1,2}, {3,4}, {1,2,3}, {1,2,4}, {1,3,4}, {2,3,4}, X}

and Dg = {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}, X}. Therefore, Er Z Tr
and Dr € Tr, and thus R is not also a quasi-topologically superset and sub-
maximal relator. Hence, by Theorem 35.1, we can see that R is also not a quasi-
proximally door, superset and submaximal relator. Moreover, since Dr \ Egr =0,
we can also state that R is not resolvable.

Remark 38.2. In connection with the above relator R, it is also noteworthy that
R*={R*: ReR}={X?}, but RoR={RoS: R,SeR}Z{X?}.
Namely, for instance, we have Ry [R3(3)] = R1[{3,4}]={2,3,4} # X .

Moreover, if R is as in Example 38.1, then again by Theorem 20.7 and Corollary
20.6, it is clear that R cannot be proximally simple and topologically fine. However,
by using direct arguments, we can again prove some better assertions.

Example 38.3. If R is as in Example 38.1, then
(1) R is not uniformly and proximally simple;

(2) R is quasi-proximally, quasi-topologically, topologically and paratopolo-
gically simple.

By taking U = X2, we can note that U is an equivalence relation on X such
that 7, = {@, X} = T;y,. Hence, by using Theorem 12.9, we can infer that
R#%° = {U}#°°, and thus R is quasi-proximally simple.

Moreover, by taking V = A?2U B?, with A= {1,2} and B = {3, 4}, we can
note that V is an equivalence relation on X such that

V(1) =V(2)={1,2} and V(3)=V(4) = {3, 4}.

Hence, it is clear that in addition R C {V}”, we also have V € R”. Therefore,
RN ={V}", and thus R is topologically simple. Hence, it is clear that R is also
quasi-topologically simple. Moreover, since A A=A, we can also state that R is
also paratopologically simple.

Next, we show directly that R is not proximally simple. For this, assume on
the contrary that R is proximally simple. Then, there exists a relation S on
X such that R#* = {S}#. Then, by using that # is extensive, we can infer
that R C {S}# and S € R#. Thus, in particular we have S(3) C R;(3) and
S(3) € R2(3), and thus S(3) € R1(3)NR2(3) = {3, 4} . Moreover, quite similarly
we can also see that S(4) C {3, 4}. Therefore, for the set A = {3, 4}, we have
S[A] C A. On the other hand, since S € R#, we have R;[A] C S[A], and thus
R;[A] C A for some i € X . However, this is a contradiction since card (A) = 2,
while card (Ri [A}) > 3 for all i € X. Therefore, R is not proximally simple.
Hence, since x# = #, it is clear that R cannot also be uniformly simple.
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Remark 38.4. Concerning the relator R, considered in Example 38.1, we can
also note that X2 ¢ R, and thus R cannot be [J-fine for any operation [ for
relators with X2 ¢ RY.

Remark 38.5. Simple and quasi-simple relators have formerly been intensively
investigated by Szdz and Mala [167, 105, 110, 111, 108].

However, the characterization of paratopologically simple relators and the exis-
tence of non-paratopologically simple relators were serious problems.

They were first established by J. Dedk and G. Pataki. (See [134].) In particular,
Pataki has constructed a non-paratopologically simple equivalence relator.

This justified an old conjecture of the second author that, in addition to
preordered nets, multi-preordered nets have also to be intensively investigated.

39. TWO FURTHER ILLUSTRATING EXAMPLES

The following example, suggested probably also by Pataki [135], will show
that even some very particular quasi-topologically minimal relators need not be
paratopologically minimal. Thus, in particular, the converse of Theorem 23.3 is not
true.

Example 39.1. If X =R and R is a relation on X such that
R(x)={z-1}U[z, +o0]
for all z € X, then R = {R} is a reflexive relator on X such that:
(1) R is not paratopologically minimal;
(2) R is both resolvable and hyperconnected ;

(3) R is neither quasi-proximally nor quasi-topologically door, superset and
submaximal ;

(4) R is both quasi-proximally and quasi-topologically minimal, connected,
hyperconnected and ultraconnected .

It is clear that R is a reflexive relation on X, and thus R is a reflexive relator
on X. Moreover, we can at once see that R (z)N R (y) # 0 for all z, y € X. Thus,
by Theorem 31.7, R is hyperconnected.

On the other hand, we can at once see that R # X2, and thus R ¢ {X?}.
Therefore, by Theorems 24.1, R is not paratopologically minimal. Moreover, we
can also note that NN R(xz) # 0 and R(z) € N for all z € X. Therefore, by
Theorem 7.3, N € Dr \ Er, and thus R is resolvable.

Now, actually it remains only to show that Tgr = {0, X}, and thus R is quasi-
topologically minimal. Namely, in this case, by Theorems 20.3, 25.3, 29.3 and 30.3,
the remaining parts of assertion (4) are also true. Moreover, by Definitions 34.1,
34.5 and 31.9, assertion (3) is also true.

For the proof of T = {0, X}, note that if A € Tx, then by Theorem 8.12, for
any a € A, we have R(a) C A, and thus {a —1}U[a, +00[ C A. Therefore,
if x € A, then {z —1}U[z, +o0o[ C A, and thus in particular x — 1 € A.
Therefore, {x —2}U[z—1, 00| C A, and thus in particular z —2 € A. Hence,
is clear that we can only have either A =0 or A= X . Therefore, Tr = {0, X }.
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Remark 39.2. If R is as in Example 39.1, then it is also worth noticing that
R(z)={z—-1}U[z, oo € &r,
but
cdr(@)=R ' (z)=] -0, z]U{z+1} ¢ {0, X} = Fr
for all z € X.

Therefore, despite of Tr = {0, X}, Er is quite a large subfamily of P(X).
Moreover, the relator R is very far from being even weakly quasi-topological.

The following example will show that, despite of the close resemblance of Defi-
nitions 29.1 and 30.1, quasi-proximal and quasi-topological ultraconnectedness
properties are quite independent from the corresponding hyperconnectedness ones.

Example 39.3. If X ={1,2,3} and Ry, Ry C X2 such that
Ry(1) = {1}, Ri(2)=X, Ri(3)=X,
Ry(1) =X, R»(2) ={2}, Ry(3) =X,
then R = { Ry, Ry} is a preorder relator on X such that:
(1) R is both quasi-proximally and quasi-topologically ultraconnected ;
(2) R is neither quasi-proximally nor quasi-topologically hyperconnected .
For this, note that Ry = {1}?U{1}°xX and Rs = {2}?U {2}°xX. Therefore,

by a basic property of Pervin relations, R; and Rs are preorder (reflexive and
transitive) relations on X. Thus, R is a preorder relator on X.

Moreover, by using some further basic properties of Pervin relations, we can see
that

m={0,{1},{2}, X} and Tr={0,{1}.{2}, {1, 2}, X},
and thus
Fr=1{0,{1,3},{2,3}, X} and Fr={0,{3},{1,3},{2,3}, X}.

Therefore, the families 7 \{0#} and Fr\{0} have the binary intersection property,
but the families 72 \{0@} and Tz \{0} do not have the binary intersection property.

Remark 39.4. By using the equality R;' = R4, we can quite easily see that
Ri'(1) =X, Ry'(2) = {2, 3}, RT'(3) ={2, 3},
Ry'(1) ={1, 3}, Ry'(2) =X, Ry'(3)={1,3}.

Hence, by some another basic properties of Pervin relations, it is clear that
-1 ={0,{1,3},{2,3}, X } and  Tr-1 ={0,{1,3},{2,3}, X},

and thus

et =1{0, {1},{2}, X} and  Frp-={0,{1},{2}, X}.

Therefore, we can also state that R~! is a both quasi-proximally and quasi-
topologically hyperconnected preorder relator on X such that R ! is neither quasi-
proximally nor quasi-topologically ultraconnected.
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