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Abstract: Algorithmic trading is one of the most concerned directions in financial applications. Compared with traditional trading strategies, algorithmic trading applications perform forecasting and arbitrage with higher efficiency and more stable performance. Numerous studies on algorithmic trading models using deep learning have been conducted to perform trading forecasting and analysis. In this article, we firstly summarize several deep learning methods that have shown good performance in algorithmic trading applications, and briefly introduce some applications of deep learning in algorithmic trading. We then try to provide the latest snapshot application for algorithmic trading based on deep learning technology, and show the different implementations of the developed algorithmic trading model. Finally, some possible research issues are suggested in the future. The prime objectives of this paper are to provide a comprehensive research progress of deep learning applications in algorithmic trading, and benefit for subsequent research of computer program trading systems.
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1. Introduction

The global financial market has greatly stimulated the rise of computer program trading and algorithmic trading systems. Algorithmic trading is an investment analysis method that combines computer technology and financial data. Compared with traditional trading methods, algorithmic trading is adept in finding short-term abnormalities of market prices, executing orders with program logic, and profiting from financial markets. Specially, deep learning technology provides powerful analytical technology for algorithmic trading. Deep learning has been proven to be useful for predicting price fluctuations in stocks and foreign exchange (Sirignano, 2019). Since the advantage
of artificial intelligence, more and more investors use deep learning models to predict and analyze stock or foreign exchange prices. This article focuses on how to apply deep learning methods to algorithmic trading analysis and strategy design. We select different deep learning methods to classify papers, including convolutional neural networks (CNN), long short term memory networks (LSTM), deep multilayer perceptron (DMLP) and other deep learning methods, such as reinforcement learning (RL), restricted boltzmann machine (RBM) (Sutskever, 2009), recurrent neural network (RNN) (Mikolov, 2010), deep belief network (DBN) (Hinton, 2009), etc.

There are huge heterogeneous financial data in financial applications, including structured data, unstructured data, and semi-structured data. Not only are they complex in types and huge in volume, they are also mixed with a lot of noise. Financial big data is very important for organizations that need to collect large amounts of data (such as banks, securities companies), and one of the most important assets is the information discovered from the large amounts of data by using deep learning (Sohangir, 2018). Compared to traditional machine learning models, in general, the performance are significantly improved based on algorithmic trading strategies established by applying deep learning to analyze and predict financial data.

The other parts of this article are arranged as follows. After a brief introduction, in Section 2, we introduce the definition of algorithmic trading. In Section 3, we provide working deep learning models used in algorithmic trading applications. Section 4 classifies papers on algorithmic trading according to deep learning methods. We discuss the work done so far in this field and the direction of the industry’s development in Section 5. Finally, we summarize the findings and draw conclusions in Section 6.

2. Algorithmic trading

Algorithmic trading is defined as buying and selling decisions made by algorithmic trading systems. These systems try to capture short-lived abnormalities in market prices, profit from statistical patterns within or between financial markets. Moreover, these systems try to disguise traders’ intentions, detect and exploit competitors’ strategies (Nuti, 2011). Most algorithmic trading focuses on the future price changes and fluctuations in highly liquid markets. Algorithmic trading system generates trading signals based on strategies when trading opportunities appear. Due to the stability and availability, algorithmic trading attracts more and more investors.

Compared with traditional human-defined strategy rules, algorithmic strategy systems are more stably due to the lack of negative emotions of human investors, such as panic and greed. High-frequency trading (HFT) researchers keep also shown a strong interest in this field since the many advantages of algorithmic trading based on deep learning. According to the summary of Treleaven et al. (2013), algorithmic trading accounted for more than 70% of American stocks trading volume in 2011. Hendershott and Riordan studied the role of algorithmic trading in price formation and pointed out the algorithmic trading was more useful for price flow than manual trading (Hendershott and Riordan, 2009). Boehmer et al. (2012) showed that algorithmic trading had an impact on market quality (such as liquidity, efficiency, and volatility). According to the summary of Treleaven et al. (2013), algorithmic trading accounted for more than 70% of American stocks trading volume in 2011. Therefore, algorithmic trading systems are the main focus of regulatory agencies.

There are several challenges that algorithmic trading faces. American stocks usually exhibit drastic fluctuations in end-of-day (EOD). Moreover, compared with the trading time points in the day,
the trading volume is enlarged several times before the stock market closes, which may lead to mistake of the system models and cause loss of profits. In order to improve the security performance of the algorithmic trading system, a major challenge is proposed that how to build an effective real-time risk management model. Also, an algorithmic trading system may have several or many variables as input. Usually, the experimental result is catastrophically affected by a minor change in variable. There is diversity in the structure of the deep learning model, and which handles the input differently. Therefore, the selection of deep learning model keeps a decisive influence on the performance of the system. Furthermore, when financial data is employed as the data set of the system, how to ensure high-quality data is also one of the challenges faced by algorithmic trading.

3. Deep learning methodology

Deep learning is a special algorithm of machine learning, which is composed of multiple artificial neural network layers. Deep learning extracts features multiple times by setting multiple feature layers to further obtain higher-dimensional features for classification (Chen, 2016). The key aspect of deep learning is that these feature layers are not designed by human engineers: they are learned from data using common learning procedures (LeCun, 2015). Three deep learning models, i.e., CNN (Convolutional Neural Network), LSTM (Long Short Term Memory), and DMLP (Deep Multi-Layer Perceptron), are introduced in the following.

3.1. Convolutional neural network

CNN is mainly divided into three layers, i.e., convolutional layer, pooling layer and fully connected layer. Each convolution layer contains multiple convolution kernels, and each layer of convolution receives the output of the previous layer as input. Convolution extracts the main features of the data. However, the extracted feature is hard to be processed due to the high-dimensionality. To overcome the challenge, the pooling layer reduces the feature dimensionality to reduce the training cost of networks (Lu, 2020). Through continuous convolution pooling and continuous extraction of effective features, high-quality features and classification capabilities are be obtained (Chen, 2016). The structure of CNN model is shown in Figure 1.

![Figure 1. Convolutional neural network.](image-url)
3.2. **Long short term memory**

LSTM is a branch of deep recurrent neural networks. LSTM introduces a memory unit, which is a computing unit that replaces the traditional artificial neurons in the hidden layer of the network (Chen, 2015). Its memory unit consists of three parts: forget gates, inputs, and output gates. LSTM controls the data transmission state through the gating state. It prevents the loss of important features and the entire sequence by using long-term memory, while retaining short-term memory (Kim, 2019). The LSTM model structure is shown in Figure 2.

![Figure 2. Long short term memory.](image)

3.3. **Deep multilayer perceptron**

The DMLP model is mainly composed of input layer, hidden layer and output layer. The number of layers and the number of neurons in each layer are the hyperparameters of DMLP. Generally speaking, each neuron in the hidden layer consists of input, weight, and bias terms. In addition, each neuron has a non-linear activation function, which produces the cumulative output of the previous neuron. Common activation functions are sigmoid function (Cybenko, 1989), tanh function (Kalman, 1992) and relu function (Nair, 2010). The DMLP structure is shown in Figure 3.

![Figure 3. Deep multilayer neural network forward pass and backpropagation (LeCun, 2015).](image)
3.4. Other deep learning models

In addition to the deep learning models mentioned above, there are many well-known structures, such as Reinforcement Learning (RL), Deep Q-learning network (DQN), AutoEncoders (AE), and RNN (Recurrent neural network). These methods do not appear frequently in the papers selected in this article, but this does not mean that these models are not suitable for algorithmic trading. On the contrary, they provide great potential for the development of algorithmic trading and the research of researchers. For example, RL has been widely used in many fields of financial forecasting since AlphaGo defeated the best chess player (Chen, 2018). We discuss these models in subsection 4.4.

4. Applications of deep learning in algorithmic trading

The different algorithmic trading systems based on the deep learning model are used for different training objectives. Some predict the price trends of financial assets (stocks, indices, bonds, currencies, etc.), some execute actual transactions based on buying and selling signals, and some obtain asset returns by implementing real-world financial scenarios. There are also some systems for other independent research (pair trading, buying and selling signals, etc.). We classify the investigated papers according to the deep learning model below, and further divide them according to the training objectives of the model.

4.1. CNN-base prediction and arbitrage

**Prediction.** To predict price trends and price fluctuations, Doering et al. (2017) used CNN to train on market microstructure data. They converted the high-frequency market microstructure data from the London Stock Exchange into four input channels based on market events, and trained six deep networks for the task. The results showed their model improved the forecast accuracy for both limit order book and order flow information. Gudelek et al. (2017) developed a CNN-based stock trend prediction model, which is different from other stock prediction models based on computational intelligence. This specific model analyzed time series values based on the technical analysis of the x-axis, and the clustering and ranking characteristics of the y-axis. Values (such as RSI, SMA, EMA, MACD, etc.) generated a two-dimensional image. They evaluated the model using a trading system based on test data, and the results showed that they could predict the next day’s price with 72% accuracy. In addition, the model was profitable during the test period and outperformed the Buy-and-Hold (BaH) model. Selvin et al. (2017) used CNN, LSTM, and RNN architectures to predict the prices of National Stock Exchange (NSE) listed companies and compare their performance. They applied a sliding window method to predict short-term future values, and used percentage errors to measure the performance of the model. The results showed that the results given by CNN are more accurate than LSTM and RNN. Compared with LSTM and RNN, CNN is more aware of the dynamic changes and patterns that occur in the current window. As a result, it can identify the trend of direction changes. Hoseinzade et al. (2019) introduced and applied two variants based on deep CNN, one is 2D-CNNpred and the other is 3D-CNNpred. The number of prediction days and the number of predictors per day constitute the two dimensions of 2D-CNNpred. The initial daily variable, the date of the historical record, and the market of the collected data constitute the three dimensions of the 3D-CNNpred input tensor. By using CNNpred, higher-level features are extracted from the rich initial
variables. The results show that in terms of F-measure, CNNpred can improve the prediction performance of all five indicators by about 3% to 11% over the baseline algorithm.

**Arbitrage.** Sezer et al. (2018) analyzed Dow30 stock price and Exchange Traded Fund (ETF) using 15 different technical indicators, and each indicator instance generated 15-day period data. Then, they converted these data into $15 \times 15$ two-dimensional images using image processing characteristics based Two-dimensional convolutional neural network for training prediction. They used CNN to determine the entry and exit points of time series values as the “buy”, “sell” and “hold” markers in algorithmic trading. Finally, a trading operation was performed on each stock in the data set according to the predicted mark. The results showed that the average annualized return of their proposed model was 12%, and the percentage of successful transactions was 71%. Chen et al. (2018) improved the CNN model based on knowledge in the financial field and filter bank mechanism, and proposed Filter-bank CNN. They used an improved time series visualization method to convert historical volatility with different time ranges into two-dimensional images that captured arbitrage signals, and extract high-quality features by replacing randomly generated filters with arbitrage knowledge filters. Compared with the traditional rule-based strategy, the model obtained the accuracy rate of 67%, which improved the accuracy rate by 15%. Sezer et al. (2019) proposed a new algorithmic trading model, CNN-BI (CNN with striped images), using two-dimensional CNN. Based on a data set of Dow30 stock, Sezer et al. generated a two-dimensional image of a 30-day bar chart sliding window from the chart image without any other time series data. Based on the trained deep CNN model, they designed the algorithmic trading strategy to identify buying and selling decisions using stock bar graph images. The result showed that their strategy implemented higher annualized profit return than the BaH strategy based on market conditions.

**Other training target.** To find the optimal trading strategy, Luo et al. (2019) constructed an actor-critic RL algorithm, named DDPG (Deep Deterministic Policy Gradient), based on AI-trader. DDPG consists of two different CNN-based function approximators. To use the image as the input of the CNN, DDPG converts the technical indicators into multi-channels. The DDPG-base trading strategy generates triple $-1, 0, 1$ (short, neutral, long) trading signals, where “1” means the strategy closes out a short position and takes a long position, “-1” the strategy closes out the long position and takes a short position if the label is, and “0” means to hold the position. During the testing period, the DDPG-base trading strategy achieved a considerable annual rate of return compared with random trading strategies. Gunduz et al. (2017) proposed a CNN architecture to predict the intraday direction of Borsa Istanbul 100 stocks. They trained logistic regression (LR) and CNN classifiers, and measured the performance of the classifiers according to the macro-averaged (MA) F-Measure index, which can measure how well a classifier can distinguish among different classes. To check the influence of feature correlation by training two CNNs with different feature orders, one is CNN-Rand and the other is CNN-Corr. CNN-Rand employs random-ordered features in input data and CNN-Corr employs re-ranked features based on cluster feature correlation. The results show CNN-Corr achieves a higher F-Measure rate than CNN-Rand.

Table 1 shows the related algorithmic trading research using the CNN method.
Table 1. CNN-based studies.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Data set</th>
<th>Period</th>
<th>Method</th>
<th>Main training target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sezer et al. (2018)</td>
<td>ETFs and stocks in Dow 30</td>
<td>2007–2017</td>
<td>CNN</td>
<td>Arbitrage</td>
</tr>
<tr>
<td>Gudelek et al. (2017)</td>
<td>17 ETFs</td>
<td>2000–2017</td>
<td>CNN</td>
<td>Prediction</td>
</tr>
<tr>
<td>Chen et al. (2018)</td>
<td>Taiwan Stock Index Futures and Mini Index Futures</td>
<td>2012–2014</td>
<td>CNN + visualization method</td>
<td>Arbitrage</td>
</tr>
<tr>
<td>Gunduz et al. (2017)</td>
<td>Borsa Istanbul 100 stocks</td>
<td>2011–2015</td>
<td>CNN, LR</td>
<td>Features correlation</td>
</tr>
</tbody>
</table>

4.2. LSTM-base prediction and arbitrage

**Prediction.** Mudassir et al. (2020) proposed a new method for predicting the price of Bitcoin in the short and medium term by using classification and regression models based on high-performance machine learning. To predict Bitcoin trends and prices, they used LSTM, Artificial Neural Network (ANN), Stacked Artificial Neural Network (SANN) and Support Vector Machine (SVM) to analyze the characteristics of Bitcoin price fluctuations. To train and test their models, they firstly processed the technical indicators and original characteristics of Bitcoin, and then, divided the data into three intervals based on the date. They used three indicators, i.e., mean absolute error (MAE), root mean square error (RMSE), and mean absolute percentage error (MAPE), to comprehensively evaluate the performance of these models. The results show that their models keep good performance, and the LSTM is the best. For daily price forecast, the MAPE is as low as 1.44%, while the seven to ninety days MAPE varies from 2.88% to 4.10%. Lin et al. (2018) proposed a neural network model including two layers of LSTM. To predict the trend of 10 stocks, they employed 13 features as input data. By comparing the RMSE, it is found that one stock has greater volatility, which means that there may be too many external factors that affect the stock price. Baek et al. (2018) proposed a framework, ModAugNet, based on LSTM, which is a new data enhancement method for stock market index prediction. The framework consists of two modules: the overfitting prevention LSTM module and the predictive LSTM module. They used the comprehensive evaluation framework with mean squared error (MSE), MAPE and MAE to access how well the data fits. Compared with the traditional models, their model is robust to overfit problems and does not need to generate artificial time series to enhance the available training data. The detection MSE, MAPE, and MAE of S&P500 dropped to 54%, 35%, and 32% of the S&P500 prediction error corresponding to the comparative
model, respectively. Shah et al. (2018) used LSTM and DNN to predict the daily and weekly activities of the Indian BSE Sensex index. They used RMSE and forecast bias to compare the performance of the two models. It turns out that LSTM outperforms DNN in weekly forecasting. Zhao et al. (2017) proposed a time-weighted model for stock trend prediction. Based on the closeness of the data to the data to be predicted in time, they employed a time-weighted function to carefully assign weights to data. An LSTM-based model was established in the experiment to predict the redefined trend, and an accuracy of 83% was achieved on the CSI 300. Nelson et al. (2017) proposed a classification model based on LSTM to predict the price trend of stocks (forecast whether the stock will be higher than the current price in the next 15 minutes). They perform a logarithmic transformation on the data as a method of normalization and stabilize the mean and variance along the time series. The experimental results show that the average accuracy rate is as high as 55.9% when predicting whether the price of a particular stock will rise in the near future.

**Arbitrage.** Fang et al. (2019) set 50 ETF options in the options market with high transaction complexity as the research objective. According to the actual trading situation, they selected a 15-minute trading frequency that is more in line with the actual trading situation, and then introduced the delta hedging concept of options to control the risk quantitative investment strategy and realize the 15-minute hedging strategy. They used two different LSTM-SVR (support vector regression) models to predict the final trading price of 50ETF in the next time period, and selected the model with a better result to the trading strategy. Zou et al. (2020) constructed three deep learning models and a traditional time series model to forecast the stock prices for the next day. Three deep learning models included Autoregressive Integrated Moving Average (ARIMA), Stacked-LSTM, and Attention-Based LSTM (Attention-LSTM). According to the prediction result, they proposed two trading strategies: Long-Only and Long-Short. For the Long-Only strategy, the stock is bought at the opening price of the day and sold at the closing price of the day when the forecast is positive. Otherwise, no action is taken. Long-Short strategy means the operation strategy is the same as Long-Only when the forecast is positive. If the forecast is negative, short the stock at the opening price and close the short at the closing price. In the experiment, they achieve the annual return of 266% based on Long-Only strategy attention-LSTM and the annual return of 263% based on Long-Short strategy attention-LSTM. The results show the attention-LSTM is superior to other models.

**Other training target.** To study the relationship between market indicators and the entering/exiting decision, Troiano et al. (2018) used LSTM to establish multiple controlled experiments. They used MSE and cross entropy (CE) as performance indicators, and found the performance of the model decreased rapidly with the number of technical indicators increasing. The reason is that the increasing number of features make the training time shorter, and lead to the overfitting model.

Table 2 shows the related algorithmic trading research using the LSTM method.
Table 2. LSTM-based studies.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Data set</th>
<th>Period</th>
<th>Method</th>
<th>Main training target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mudassir et al. (2020)</td>
<td>BTC features and price</td>
<td>2013–2019</td>
<td>LSTM, ANN, AVM, SANN</td>
<td>Prediction</td>
</tr>
<tr>
<td>Fang et al. (2019)</td>
<td>Shanghai 50 ETF options</td>
<td>2015–2018</td>
<td>LSTM, RF, LSTM-SVRs</td>
<td>Arbitrage</td>
</tr>
<tr>
<td>Lin et al. (2018)</td>
<td>Taiwan stock exchange corporation</td>
<td>–</td>
<td>LSTM, RNN</td>
<td>Prediction</td>
</tr>
<tr>
<td>Zhao et al. (2017)</td>
<td>Stock indexes in SSE, SSE50, CSI500, CSI300 and SZSE</td>
<td>2002–2017</td>
<td>LSTM</td>
<td>Prediction</td>
</tr>
<tr>
<td>Zou et al. (2020)</td>
<td>Stocks in SP500 and the accounting and corporate statistics for the stocks</td>
<td>2004–2013</td>
<td>LSTM, RNN, ARIMA</td>
<td>Arbitrage</td>
</tr>
</tbody>
</table>

4.3. DMLP-base prediction and arbitrage

**Prediction.** To predict the price of Chicago Mercantile Exchange (CME) listed futures, Dixon et al. (2017) applied 43 CME commodity prices and FX futures as a data set and used DNN to train all trading varieties together. In order to classify effective sample, they firstly introduced F1-scores to measure the robustness of performance. Then based on the experiment prediction results, their strategy-based DNN generated trading labels of 1 or −1 for the sample. Finally, they executed the transaction and compared the results of the transaction. Singh et al. (2017) compared 2-Dimensional 2-Dimensional Principal Component Analysis ((2D)²PCA) + DNN method with (2D)²PCA + Radial Basis Function Neural Network (RBFNN) method. They found that the performance of the proposed method is better than that of RBFNN. The correlation coefficient between the actual revenue and the predicted revenue of DNN is 17.1% higher than RBFNN, and 43.4% higher than that of RNN. Ji et al. (2019) studied regression problems and classification problems by combining DMLP, LSTM, CNN, deep residual network (ResNet) to predict the price of Bitcoin. Regression predicts the future bitcoin price, and classification predicts whether the future bitcoin price will rise or fall. The results show that although the LSTM-based prediction model performs slightly better than other prediction models in Bitcoin price prediction (regression), the DNN-based model performs best in price increase and decrease prediction (classification).

**Arbitrage.** Sezer et al. (2017) used optimized techniques to analyze feature parameter values as the input features of the neural network stock trading system, and used genetic algorithms to optimize the RSI parameters of uptrend and downtrend market conditions. They used the optimized feature points as trigger points for buying and selling of the MLP data set, and used Dow 30 stocks to verify
the model. In the experiment they used financial evaluation to access the strategy based on criteria (annualized return, annualized number of transactions, percentage of success, etc.). Experiment results show that the GA + DMLP strategy obtained 11.9% average annualized return, and percent of success is 71.63%. The GA-only strategy obtained 15.8% average annualized return, and percent of success is 70.8%. Krauss et al. (2017) proposed a statistical arbitrage strategy based on DNN, gradient-boosted-trees (GBT), random forests (RF) and different integrations. According to the strategy, the daily trading signals of the previous day are generated based on the probability of a stock outperforming the market. Then convert the stock with highest probability to long position and the stock with lowest probability to short position. They establish the set of \( k = 10 \) (a diversified portfolio with 10 long positions and 10 short positions) in the experiment, and found that out-of-sample returns exceeding 0.45 percent per day for \( k = 10 \), prior to transaction costs. The results show that the performance of RF processing feature space noise in the application is better than GBT and DNN, and equal weights The integrated approach also process a good performance. Wang et al. (2021) proposed a parallel network continuous quantitative trading model with Generalized Autoregressive Conditional Heteroskedasticity (GARCH) and proximal policy optimization (PPO). In order to match the deep learning algorithms, they formulate the stock trading process into a Markov Decision Process (MDP) and employ multi-frequency data (5 minutes, 1 day, GARCH and one week) of historical stock trading data as state space of MDP. The experiment compared 4 different DL methods based on PPO, including DNN, DNN-GARCH (DNN with GARCH), MCT (Multi-frequency continuous-share trading model) and MCTG (Multi-frequency continuous-share trading model with GARCH), The results show that MCTG and MCT have successively achieved higher returns than DNN, and DNN also achieved higher returns than the benchmark.

Other training target. Lv et al. (2019) used multiple machine learning methods and multiple deep learning methods to quantify stock data sets. They constructed 44 technical indicators as input features, and then used the forecast of the price trend of each stock as a trading signal to formulate a trading strategy and finally conduct a backtest. Experiments show that, compared with the traditional ML algorithm, the DNN model keeps better performance in considering transaction costs. Day et al. (2016) proposed the DMLP analysis methods to predict the stock price trend of financial news sources. In order to filter out ineffective news sources, they evaluated news sources based on return on investment (ROI). In the future 20 days situation, the ROI values of MoneyDJ performs best efficiency among the prediction models.

Table 3 shows the related algorithmic trading research using the DMLP method.
Table 3. DMLP-based studies.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Data set</th>
<th>Period</th>
<th>Method</th>
<th>Main training target</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>futures</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Singh et al. (2017)</td>
<td>Stocks in NASDAQ</td>
<td>2004–2015</td>
<td>(2D)PCA + DMLP</td>
<td>Prediction</td>
</tr>
<tr>
<td>Wang et al. (2021)</td>
<td>5 stocks in Chinese stock market</td>
<td>2011–2020</td>
<td>DMLP with GARCH, PPO</td>
<td>Arbitrage</td>
</tr>
</tbody>
</table>

4.4. Others

Prediction. Chen et al. (2020) studied China’s Shanghai and Shenzhen 300 stock index futures, establishing the corresponding prediction model by using CNN and Deep Belief Network (DBN). Through experimental comparison, the accuracy of the results obtained by using the CNN model alone is lower than the result of using CNN and DBN together. Xie et al. (2020) constructed a forecasting model that only predicts the rise and fall of the short-term price of stock index futures. They applied the data available at the current moment of stock index futures to predict the rise or fall of the closing price of stock index futures at the next moment. The results show that compared with the single hidden layer neural network, the deep learning model has improved overall prediction accuracy and rise and fall prediction accuracy. Hossain et al. (2018) proposed a stock price prediction model based on a deep recurrent neural network. The model integrates LSTM and Gated Recurrent Unit (GRU), which is essentially a hybrid model. In the research, firstly the input is passed to the LSTM network and the first-level prediction is generated by the LSTM. Then the output of the LSTM layer is passed to the GRU layer to obtain the final prediction.

Arbitrage. Liu et al. (2017) proposed a CNN-LSTM hybrid neural network model to analyze the quantitative strategy of the stock market. First of all, they used CNN to formulate a quantitative stock selection strategy for judging stock trends, and further, using LSTM to predict stock prices with high accuracy. The result shows that the annualized rate of return of the strategy based on CNN-LSTM neural network model is more twice the annualized rate of return than the BaH strategy based on the Benchmark index. At the same time, the maximum drawdowns of the CNN-LSTM neural network model are 34% and 54% of the maximum drawdowns of the basic Momentum strategy and Benchmark indicators, respectively. Li et al. (2019) proposed a new type of transaction agent based on deep reinforcement learning. They solved the noise problem of financial data by using stacked denoising autoencoders (SDAEs). They also used LSTM to extend value-based DQN and asynchronous advantage actor-critic
(A3C). Through experimental comparison, the performance of the trading agent is better than the benchmark, and the A3C expansion algorithm generates more profits than the DQN expansion algorithm. Serrano et al. (2018) employed a combinational model which consists of DMLP, RL, and GA to construct an intelligent investment model with a new learning algorithm based on a genome model. They use reinforcement learning to make quick decisions. In addition, deep learning clusters provide identity and memory and deep learning management clusters make final strategic decisions. Finally genetic learning transmits the learned information to future generations. The results show that the GA algorithm has a minimum error and it was able to exactly encodes the deep learning management cluster. Jeong et al. (2019) proposed a trading system that can predict the number of stocks to be traded. They designed an automated system that combined RL and DNN by adding DNN to DQN to predict the number of stocks. In addition, they study various behavioral strategies that use Q-values and analyze those behavioral strategies that are beneficial to profit in the chaotic market. Finally, a transfer learning method is proposed to prevent overfitting caused by insufficient financial data. The results showed that the strategy to postpone buying or selling in a chaotic market could effectively control the situation. The strategy increases the total profit of the S&P500 by 18% and the KOSPI index by 24%. The EuroStoxx50 index increased by 49%. Deng et al. (2017) combined DNN with RL to build a new learning framework. In this framework, the DNN part automatically perceives dynamic market conditions for information feature learning, and then the RL part interacts with the DNN and makes transaction decisions to accumulate final rewards in an unknown environment. In addition, to reduce the uncertainty in the original time series, they extended fuzzy learning models to deep learning models.

**Other training target.** Théate et al. (2021) proposed Trading Deep Q-Network algorithm (TDQN), which is a solution based on deep reinforcement learning (DRL) to determine the best trading position at any point in stock market trading activities Algorithmic trading problem. They compared 4 benchmark strategies with TDRL and set evaluation indicators to access the performance of these strategies. In the experiment, according to the execution of trading position generated by TDQN, they obtained better performance results than benchmark strategies.

Other models-based studies are shown in Table 4.

**Table 4. Other models-based studies.**

<table>
<thead>
<tr>
<th>Publication</th>
<th>Data set</th>
<th>Period</th>
<th>Method</th>
<th>Main training target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen et al. (2020)</td>
<td>Shanghai and Shenzhen 300 stock index</td>
<td>2017–2018</td>
<td>CNN + DBN</td>
<td>Prediction</td>
</tr>
<tr>
<td>Li et al. (2019)</td>
<td>APPL, IBM, PG, ES, IF</td>
<td>2008–2018</td>
<td>LSTM, DQN, SDAE, A3C</td>
<td>Arbitrage</td>
</tr>
<tr>
<td>Serrano et al. (2018)</td>
<td>8 assets from Bond Market</td>
<td>–</td>
<td>RL, DMLP, GA</td>
<td>Arbitrage</td>
</tr>
<tr>
<td>Théate et al. (2021)</td>
<td>30 stocks with diverse characteristics</td>
<td>2012–2019</td>
<td>RL + DNN+ DQN</td>
<td>Long-short position</td>
</tr>
<tr>
<td>Xie et al. (2020)</td>
<td>Shanghai and Shenzhen 300 stock index futures</td>
<td>–</td>
<td>RBM, PCA, AE</td>
<td>Prediction</td>
</tr>
</tbody>
</table>
5. Discussion and open issues

Algorithmic trading needs to identify non-steady changing price signals, determine the entry and exit points of the transaction, and generate profitable financial transactions. Since algorithmic trading model and the data set have time characteristics, the above mentioned models are very suitable for this scenario. CNN-based models are more suitable for classification problems, and a specific work area of CNN is image recognition problems. Therefore, in algorithmic trading studies, researchers convert one-dimensional time series financial data into static two-dimensional image classes so that they can use the powerful functions of CNN. However, compared with CNN models, LSTM may capture and process time series data more effectively, due to their special architecture. LSTM has a perfect financial time series data prediction structure, and is suitable for the scenarios of algorithmic trading. In the paper, we review the current application of DMLP model in algorithmic trading. We summarize that DMLP is suitable for regression and classification problems. In addition, to obtain better stability, some preprocessing of the data may be required in DMLP. At the same time, it has attracted much attention because its core structure has a long history of being widely accepted in the deep learning field. Recently, deep reinforcement learning and genetic algorithms attract more and more researchers of algorithmic trading, and show the huge potential in algorithmic trading applications. In the survey, we try to evaluate the current state of research and propose our ideas on the relationship between deep learning models and algorithmic trading. This is also the research direction of our future work. In our opinion, there are some open issues for the algorithmic trading as follows.

**Structural parameters optimization.** Although the performance of many models is promising, even greater improvements can be achieved. If the structural parameters of the deep learning model can be improved, the model may perform better on algorithmic trading applications. Some articles initialize the parameters in the model according to their experience. However, due to different application scenarios and some interference, manually initialized parameters may add complexity to the training process. The further study is to use an effective computer technology to initialize the structural parameters and optimize the training model.

**Feature parameter selection.** Feature selection often plays an important role in model training results. Some literature is to be artificially selected appropriate technical features favored by traders for training (Gudelek, 2017; Sezer, 2018; Lin, 2018). However, there may be correlations between different features (Gunduz, 2017; Mudassir, 2020), which has an unhealthy impact on model performance. There are researches using deep learning analysis methods to predict stock prices for financial reports, news, trader comments and other investment information that carries human subjective consciousness. However, it is necessary to apply machine learning methods or deep learning methods to select and sort feature parameters, or even use feature-free model training.

**Hybrid method.** Currently, there are very few model methods combine information analysis and feature analysis, and the possible integration methods still need to be deeply analyzed. The hybrid method can even show better performance than a single model in some complex scenarios. To solve complex trading applications, the deep learning models need to be adaptable for different application scenarios. Therefore, establishing a diversified and accurate hybrid model to solve complex trading problems is worthy of further study.

**Algorithmic trading security.** With the rapid development of algorithmic trading, the cost of technology has declined, which has led to the widespread adoption of algorithmic trading in the financial market. Hendershott et al. (2011) found that algorithmic trading reduces transaction costs.
and increases the amount of information for quotes. Therefore, it will increase market liquidity, and lead to a couple of caveats. Financial markets show fragility to a large number of algorithmic trading systems. With advancing in the algorithmic trading, we should pay attention to the risks of algorithmic trading and prevent major financial accidents caused by algorithmic trading.

6. Conclusions

In this article, 35 papers on algorithmic trading applications based on deep learning methods since 2016 are reviewed in detail. Some deep learning techniques adopted massively in algorithmic trading are discussed, such as CNN, LSTM, DMLP, and some hybrid models. We make a brief introduction to the data set, model methods, evaluation criteria and experimental results in these existing studies. For the algorithmic trading applications, deep learning methods show better performance than machine learning methods in many evaluation indicators. At the same time, deep learning methods can process huge amount of data.

Algorithmic trading has been one of the most popular research objects in the financial industry for many years. With the introduction of deep learning technology, the research on algorithmic trading attracts a lot of attention, and many new research results have been produced. Recently, many innovative modeling methods and systems are presented. In this survey, we highlight the most advanced deep learning technology in the field of algorithmic trading, and try to encourage researchers who are interested in this field to continue exploring.
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