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1. Introduction

This paper considers the following Navier—Stokes—Allen—Cahn (NSAC) system modeling for two-
phase flow with unmatched densities and viscosities, reading as follows:

()0 — div(v(¢)Du) + p(@u - Vu + VP = — div(Ve ® V),
divu =0, in Q X (0, c0), (1.1
0p+u-Vo = —p —p’(¢)@ + o+ p ()

where Q C R? is a bounded domain with a smooth boundary. Considering the no-slip boundary condition
for u, the homogeneous Neumann boundary condition for ¢

u=20,
on 9Q x (0, c0), (1.2)
an(p = 0’

and the initial conditions

{”(" O=u.  q (1.3)

¢, 0) = o,
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Here, u = u(x, ) represents the volume-averaged fluid velocity field, while P = P(x, t) denotes the
pressure. The viscosity of the mixture, v, is not constant, and p denotes the density of the mixture,
which depends on the phase function ¢. D is the symmetric gradient, which has the following form:
D= %(V + V7). The chemical potential is defined by

p =" - Ag, (1.4)

and X = |13| fQde denotes the spatial average of the term X. As an example, though not the only
possibility, we can consider the averaged density

1+ 1-¢
pP) =pr——+p——,
and the averaged viscosity of the binary fluids
1+ 1-
V(@) = v 2¢+V2 2¢,

where p; and p, denote the densities of the two fluids, and v, and v, represent their respective viscosities.

The function ¥ is the double-well free energy density, also known as the Flory—Huggins potential,
which is given by

6 90 2

W(s) = >((1+$)In(l +5) + (1 = $)In(l - 5)) = ='s

2 2 (1.5)

for every s € [—1, 1], where 8 and 6, are two positive constants representing the absolute temperature of
the mixture and the critical temperature, respectively, and they satisfy 0 < 6 < 6.

Investigating the dynamics of two-phase flows is one of the most attractive and important problems
within the hydrodynamic theory of fluids, with the Allen—Cahn equation playing a fundamental role
(see [1,2]). The interface between two fluids is a (d — 1)-dimensional manifold, posing great challenges
both to the theoretical analysis and to the computational applications. Recently, a method called
the diffuse-interface approach has emerged as a powerful technique for the study of interface theory
(see [3—6]). The diffuse-interface method introduces a labeling function to replace the sharp interfaces
with transition layers of width £ > 0, where € is a small parameter. Under this framework, the dynamics
of interfaces between two fluids recognized as level sets of the order parameter can be naturally described
(see [7]). Within the diffuse-interface framework, the phase function ¢ represents the contrast between
local concentrations of the two fluids.

Two commonly used model equations in the study of the evolution of binary fluid systems with mass
conservation are the following.

(1) Mass-conserving Allen—Cahn equation (see [8])

op+u-Vo+m@u—-pu) =0, inQx(0,7), (1.6)

Onp =0, on 0Q x (0,7T); .
(2) Cahn-Hilliard equation (see [9])

O +u-Vo—divimVu) =0, inQx(0,T), (1.7

Onp = 0pu = 0, on 0Q x (0,7), '
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where u represents the chemical potential, and m is a physically relevant constant.

The transport equation, in contrast to the Allen—Cahn and Cahn—Hilliard equations, does not include
a diffusive term, and thus fails to maintain the proper shape of the diffuse interface along the normal
direction, which motivates us to study the incompressible Navier—Stokes equations coupled with
either the Allen—Cahn equation (1.6) or the Cahn—Hilliard equation (1.7), without dropping the crucial
conservation laws (see (4.1)).

Recent research on incompressible binary fluid mixtures has led to significant findings. For the
phase-field model of binary fluids, including the case of equal densities or small density contrasts, which
can be approximated by the Boussinesq equations, we refer readers to [3,10-13] and references therein.
We also refer interested readers to [14] for a nice reference about the compressible Navier—Stokes
equations with Onsager’s regularity. Nevertheless, in most physical models, the density differences
between two fluids are non-negligible. Significant contributions to the Navier—Stokes—Allen—Cahn
models with constant density have been made by the authors in [15-17]. However, the authors chose
the potential as the classical Landau double-well form as well as the lack of mass conservation (see
e.g. [18] and [19] and references therein).

The model (1.1) was derived by Onsager (see [20,21]), and we also refer interested readers to [22]
for the Navier—Stokes—Cahn—Hilliard system. We also mention that there are several works for coupled
nonlinear parabolic systems (see [23-25]) by introducing the so-called potential well method for the
global existence of weak solutions (see [26—28]). Such systems are particularly relevant in the modeling
of two-phase fluid systems, where the complex interplay between the phases often results in nonlinear
coupling. The authors in [21] demonstrated both the well-posedness and the existence of the global
attractor associated with system (1.1) in the 2-dimensional case. Their analysis focused on a specific
case when the potential is smooth. The system they considered lacks a mass-conserving law and has
constant viscosity. As a result, they ensured that the phase function ¢ remained confined within the
physical range [—1, 1], which is essential to their analysis. The well-posedness, regularity, and existence
of the global attractor for the Navier—Stokes—Cahn—Hilliard system were established by the authors
in [29] and [30]. The system they considered has matched density, and consequently, the uniqueness
of the weak solution was easily obtained. This, together with the higher-order regularity of the phase
function ¢ in (1.7), ensured that the dynamical system they constructed was on a lower-order regularity
space H, x H'(Q), and they obtained the compact absorbing set by dissipativity estimates in V,, x H*(Q)
(see definition in section 2). Nevertheless, compared to the NSCH system, the NSAC system (1.1)
contains only second-order diffusion terms. As a result, the regularity of ¢ is lower and we need more
delicate estimates for ¢ (for more details, we refer to Proposition 4.1 in this paper and the argument of
absorbing set in Theorem 4.1 in [30]). Moreover, since there is currently no theoretical proof of the
uniqueness of weak solutions for the NSAC systems with unmatched densities, we can only consider
strong solutions and construct the global attractor in a higher-regularity space V, x H*(€2), and therefore
we need a much higher estimate of solutions in H2 x H3(Q) to get the existence of a compact absorbing
set (see Proposition 4.4 and Proposition 4.5 for more details).

The authors in [31] established the existence of a global weak solution of (1.1) in both 2-dimensional
and 3-dimensional cases, together with the uniqueness of weak solutions with matched densities in the
2-dimensional case. Additionally, they proved the existence and uniqueness of strong solutions in the
2-dimensional case and derived several entropy estimates. However, there is no successful method that
gives the uniqueness of weak solutions to system (1.1) with unmatched densities in the 2-dimensional case.
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Before concluding this introduction, we give some additional remarks about our work. This study
investigates the long-time behavior of solutions to the NSAC system (1.1). The system we consid-
ered here is more closely related to the actual physical model since the differences between densities
and viscosities are not dropped. We also consider the system added a nonlinear term (1/2)p’(¢)[u|?
representing the force which effectively models the impact of macroscopic fluid effects on the micro-
scopic description arising from density differences (see [31]). Building on the framework established
in [31], we demonstrate the dissipativity in the complete metric space H,,. Due to Theorem 3.2, the
existence of strong solutions provided in [31], we focus our analysis on strong solutions and construct
an absorbing set on a suitable phase space Y, (refer to Section 3 for details). Moreover, because the
chosen Flory—Huggins potential has singular derivatives, the uniform bound of F”(¢) as time t away
from zero is obtained by a corollary of Theorem 3.3, and this result enables us to derive compactness
of the trajectories by proving dissipativity in a higher-regularity function space. Finally, applying the
interpolation techniques, we demonstrate the continuity of the semigroup on the phase space Y,, and
obtain the existence of the global attractor. For further research, one may get a higher regularity of the
global attractor by the framework in [32]. This analysis lies beyond the framework of the present study
and will be investigated in future work.

The plan of this paper reads as follows: In section 2, we present the function spaces, several
inequalities in analysis, the theory of elliptic and the Stokes problems, as well as some Gronwall-
type lemmas. In section 3, we recall the well-posedness results shown in [31], and we introduce the
dynamical system in a suitable phase space generated by (1.1)-(1.3). Section 4 gives the existence of
the global attractor, demonstrating the existence of a bounded and compact absorbing set in the phase
space together with the continuity of the semigroup.

2. Preliminaries

2.1. Function spaces

Throughout this paper, the notation C = C(ay, ay, ..., ay) indicates that the constant C is a positive
constant depending on the quantities ay, a, ..., ay. The boldface letter (e.g., L) denotes the space of
vector fields. If X is a metric space, Bx(R) denotes the closed ball in X with radius R, centered at
the origin. In this paper, A : B is defined as the inner product of two matrices A and B, given by
A : B = tr(A" B), and we denote norms || - ||zo@), | - 1@y BY 1| - oo Il - llgi-.. (1 € p < +00) unless
otherwise specified.

Let Q c R? be a bounded domain with a smooth boundary dQ. We denote by H,, the closure of
Cg,(Q) in L*(Q), V,, the closure of C (Q) in H'(Q), and H the closure of C (Q) in H*(Q), where

Cor () ={u € C5(Q) : divu = 0}.

Then they are Hilbert spaces, and for convenience, we may still use || - ||z2, || - ||z and || - ||z for the
norms in those spaces.
The Korn inequality related to the symmetric gradient reads as follows:

IVull2 < V2||Dull;z < V2|[Vull2, forallu € V,. 2.1)

We also recall the following inequalities in the 2D case (see [31]):

1£lls < CUAILIAN forall f € H'(Q), (2.2)
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il < CIfILE 2||f||,,2, for all f € HX(Q), 23)
I flls < CIAIL I for all f € HX(Q), 2.4)
il < Cllfll In (e”jﬁ””’z), for all f € HX(Q), 2.5)
1l < CI s In? (C(p)"”f}:r“”) forall fe W2(Q),p>2  (26)

We recall the following lemma and refer interested readers to [31] for a detailed proof.

Lemma 2.1 ( [31]). Let f € H'(Q), g € L”(Q) where Q C R? is a bounded domain with a smooth
boundary and p > 2. Then

2 gl
lgllz2 In (el % S0,
lgllz2

for some C = C(Q).

In the following, we recall an important differential inequality in order to obtain the dissipativities
later (see [29,32] for more details).

Lemma 2.2 (Uniform Gronwall lemma in logarithm). Assume f > 0 is absolutely continuous on [0, o)
and g,h > 0 are both locally integrable on [0, ), satisfying

() <gf®In(e + f(2)) + h(1), a.e. 1 >0,

and in addition the uniform bounds: for every t > 0,

1+r I+r f+r
f f(n)dr < ay, f g(n)dt < ap, f h(t)dr < as,
t t t

for some r, ai,ay,asz > 0. Then for every t > r,

ft) < e e,

2.1.1. Stokes problems and Neumann problems

Now we recall two lemmas for the Stokes problem and the elliptic estimate of Neumann problems
(see [3] and [31]).

Lemma 2.3. Let Q C R? be a bounded domain with a smooth boundary. v € W**(R), and satisfies
0<v, <v(s) <V forall s eR. ¢ € W' (Q), with r > 2. The force g € LP(Q), with p € (1, ). Assume
that u € V. is a weak solution of

—diviv(¢)Du) + VP =g, inQ,

u=>0, on 0Q),
in the following sense

(v(¢)Du,Vv) = (g,v), forallveV,.
Then,
lelly2r < C gl + IVl Dull2) ,

.. _ 1 _ 1,1
for some positive constant C = C(p, Q) and =3t
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Lemma 2.4. Let Q C R? be a bounded domain with a smooth boundary. Assume that ¢ is the solution
to the Neumann problem:

-Ap+ F'(p) =g, inQ,
Onp =0, on 0Q).

Then we have:
(a) If g € LP(Q), p € [2, 0], then
IF" (Ol < lIgllze-
(b) If g € H(Q), then
lAgllz2 < ”V(p”izllvg”iz,

and for every p > 2, there exists a positive constant C = C(p, Q), such that
llellwzr + 1F (@llr < CA + gl + llellz2)-
3. Well-posedness and dynamical system

First we assume that the density and the viscosity p, v € C*([-1, 1]) satisfy

0<p. <p(s) <p’,

(3.1
0<v. <v(s) <V,

for every s € [-1, 1].
Next, we recall the well-posedness and regularity theorems given in [31].

Theorem 3.1 ( [31]). Let Q C R? be a bounded domain with a smooth boundary, (wy, ¢;) € H, X
(H'(Q) N L=(Q)) with ||pollz~ < 1 and |¢y| < 1. Then there exists a weak solution (w, ) to problem
(1.1)-(1.3) on the interval [0, o), satisfying:

(a) For every T > 0,

uel>0,T;H,)NL*0,T;V,),

¢ € L=, T; H(Q)) N L*0,T; H*(Q)), 0,0 € L*(0,T;L*(Q)),
peL°Qx0,7)) :l¢(x, 0 <1 ae. in Qx(0,T),

pe LX0,T; LX(Q), F'(¢) € L*(0,T; L*(Q)).

(b) The pair (u, @) solves the problem in the following sense:
T T
- fo fg; (0" (9)0:m(1) + p($)r (1)) u - wdxdt + j(: j; (o(P)u - Vu) - wn(r)dxdr
T
+ f f v(¢)(Du : Dw)n(t)dxdt
0 Ja

T
= fg p(@o)uo - wn(0)dx + fo fg (V¢ ® Vo) : Yw)n(r)dads,
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foreveryT >0,w e V,, neCY0,T]) withn(T) =0, and

2 2
G0+ u- V9= Ao~ W'(@) '@ 5 + W) + 0 @), e (v, € QX (0,1,

u(-,0) =ugy, ¢(-,0) = ¢g in Q, and 9,¢ = 0 almost everywhere on 0Q x (0, T).
(c) Set the total energy of the system by

1 1
E(u, ) = fg SP@al’ + S99 + Wiy, (32)

then the weak solutions satisfy the energy inequality as follows:

E(u(t), (1)) + fo fg V(@(r)|Du(r)Pdx + f 10:p(7) + u(z) - VO, < E(wo, po), (3.3)
0

forallt > 0.

Theorem 3.2 ( [31]). Let Q C R? be a bounded domain with a smooth boundary. Assume that
(0, p0) € V() x H*(Q) such that |lgoll= < 1, ol < 1, o = P’ (¢o) — Ao € H'(Q) and 9o = 0 on
0Q. Then there is a strong solution (u, ¢) to problem (1.1)-(1.3) on the interval [0, o), satisfying:

(a) For every T > 0 and for every p € (2, ),

ueL*0,T;V,) N L*0,T;H(Q) N H'(0,T;H,),

¢ € L70,T; H () N L*(0, T; WP (),

8i¢ € L™(0,T; L*(Q)) N L*(0, T; H' (),

F'(¢) € L™(0,T; L*(Q)) N L*(0, T; L ().
The solution (u, ¢) solves the system (1.1) almost everywhere in Q X (0, o). Moreover, u(-,0) = u,,
d(,0)=¢yinQ, 0,0 =0a.e. onoQx(0,T).
(b) If in addition there exists my = n1(Euo, o), ltollv,, ll¢ollz2, [[F (o)llz2, 0, 0o), such that ||o||=1,1) <
m and F"(¢y) € L'(Q), then for every T > 0,

(F"($))* In(1 + F"(¢)) € L'"(Q x (0, 7)), (3.4)

and furthermore, the strong solution that satisfies (3.4) is unique.

Theorem 3.3 ( [31]). Let the assumptions of Theorem 3.2 be satisfied. Assume in addition that
o llzo1,1y < mi. If (u, @) is the strong solution of system (1.1), then for every & > 0, there exists a
positive constant (&), such that the absolute value of ¢ is away from one:

—1+6(6) < p(x,1) < 1-6(8),
forevery x € Qand t > é.

Remark 3.4. In contrast to the Navier-Stokes—Cahn—Hilliard system, the phase function ¢ can approach
+1 arbitrarily closely as t goes to zero (see [31] and [30] for a detailed discussion).
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For any m € (-1, 1), we define the following spaces:
7_{m =H, xV,,

Yo = {(u,0) € Vo x HX(Q) : [¢| < 1, ae.,¢ = m,d,¢ = 0 on 0Q},

where 3
Vi ={¢p € HQNL Q) : lIglli~ < 1,¢ = m}.

Then H,, and Y, are two complete metric spaces.
According to Theorems 3.1-3.2, the problem (1.1)-(1.3) generates a dynamical system: for each
t>0,
St Y, =Y,

in the following sense
S (1) (wo, po) = (u(®), #(1)),

where (u(?), ¢(1)) is the unique solution of problem (1.1)-(1.3). The dynamical system is a semigroup
S(#) on Y, satisfying:

(@ S(0)=1Idy,;
b)) St+71)=S@®S(1), foreveryt,7 > 0;
() t— S)up,po) € C([0,0),Y,,), for every (uy, ) € Y,,.

4. The Global Attractor

In this section, we will prove the existence of the global attractor A, of the semigroup S (¢) on the
phase space Y.

4.1. Absorbing Set

Proposition 4.1. There is a bounded set By C H,,, such that for any bounded subset B of ‘H,,, there
exists to(B) > 0, which depends only on the H,,-bounds of B, satisfying

(u(t), p(t)) € By, forallt > ty(B),
where (u, @) is the weak solution of (1.1) subject to the initial value (u, ¢o) € B.

Proof. Let us fix R > 0. We consider (g, ¢o) € By, (R) C H,,. First we integrate the equation (1.1);
over Q to obtain the mass conservation: for every ¢ > 0,

j@mm:f%m, (4.1)
Q Q

— 1
m=¢(1) = 18 fg P(r)dx.

By Theorem 3.1, we recall the energy identity:

and we define

d
SE)+ f Y@IDuPdx + 106 + u - VoI, = 0, 42)
Q
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for every ¢ > 0. For (1.1),, we take the L*-inner-product with ¢ — ¢ = ¢ — m to obtain

|ue|?

1d , ,
S + 190+ [ P -max—ay [ st0-mars [ p@o-max=o
By multiplying the above equation by & and summing with (4.2), we arrive at

d
G EO+ §||¢|Iiz) + 8||V¢>|Iiz+8f F'(¢)(¢ — m)dx + fV(cb)lDulzdx
Q Q

|u|?

Hdp +u - VoI, <C — & f P @) —m)-d
Q

<C + C&llull?,
<C + C&||Vul?

12°

where C = C(6y, m,Q, g) and C; = Ci(p, m, ). Then by the Korn inequality and (3.1), we obatin

d e 1 ,
d—t(E(t)+§||¢lliz) + (Ev* - o)|IVull?, + ngF (¢)(¢p — m)dx
+&l[Vell + 10,¢ +u - Vo, < C.
Next we need an inequality, which can be found in [33]:
p [ 1@< [ Fono-marsc, (43)
Q Q
for some g3, Cy > 0, depending only on F and m. Then we obatin
d €2 1 2 N
E(E(t)+§||¢lle) + (EV* = ollVull;, + eBIF (D)}, +
ellVell2 + 10,6 +u - VIl;, < C.

Taking &€ = ﬁv*, and V" := maxe_11) [P(s)], s := max,e-1.1; [¥(s)| we obtain
d £ .0 1 , 1 5 ) ~
E(E(t) + §||¢||L2) + Zv*lqulle + Zv*lqublle + Q‘I’(rﬁ)dx +ellgll;, < Cy,
where C, = C,(F, 8y, m, v, Q). By the definition of E(7), we obtain

d
S(E@) + §||¢||iz> + a(E@) + §||¢||§2> < K2, (4.4)

where @ = a(4,, ¥.), depends on parameters of system (1.1), and A, is the first eigenvalue of the Stokes
operator A, while K? := C; + |Q|¥*. By the Gronwall lemma, for each ¢ > 0,

E(t) < (E(0) + §||¢o||iz>e‘“’ + (K},

2
where (K/)* = % Thus by the definition of the energy E(f) again, we obtain the crucial inequality:
a2, + VG2 < Co)luoll + Vol )e™™ + K2,
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As (ug, ¢o) € By, (R), when t > 1,(R), for some 7,(R) = 1.(p, R),

CO)llwoll7, + IVholl7,)e™" < 1,

and
(I, + IV, < K7, 4.5)

where K12 := K? + 1, depends only on parameters of system (1.1). Then we can finish the proof by
taking By = By, (K)). O

Remark 4.2. As a direct consequence of the above proposition, we indeed obtain the dissipativity in
the weak solution space. This may allow us to construct the so-called trajectory attractor for the weak
solutions of the NSAC system (1.1) without uniqueness. On the other hand, (4.5) together with (4.4)
vields, forallt > 0,

1+1
eIz, + IV@)II7. + f (Va7 + 18,:8(s) + u - VA(S)II7, + IIF' (@)l )ds < My, (4.6)

for some M, that depends only on the parameters of the system and K.

Lemma 4.3. The following estimates hold for all t > t,(R):

18152 <C(1 +110:p + u - V7, + 1 Dull})

“4.7)
<Ci(1 + 10,812, + |Dull},),

and

19:¢117: <C2(10p + w - V> + [1Dul), (4.8)
for some Cy, C, dependent on parameters of (1.1) and K.
Proof. Multiply (1.4) by —A¢ and integrate over €2 to obtain

IAGIE, + fg F(@)VoPdx = oIl - fg (4 - DAGx.

Ast > t,(R), and by (4.5),

_ 1 1 _
IAGIZ, < 60K + IABlI 2 Il — Fll2 < 6KT + §||A¢||iz + 5l —dll..

Thus,

A7, < C(L + llu —Hll7.).
Then by (4.5), we obatin

18113, < L+ Il = EllZ),
for any ¢ > £,(R). Also by (2.4) and (4.5),

1 1 1 1
e - Vollzz < lall#IVloe < Clall 2, Vel LIV 1611
1 1 1 1
< CK?|Vull, K2 6112,
1 1
< CIIVullZ,ligl?..
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We can infer from (1.1); that

jul?

f(é‘ﬂﬁ +u - Vo) (u — mdx + |l — a7, + fp’(fﬁ)T(ﬂ — p)dx
Q Q
> _ _
= f(/u +0' ()7 - mdx = 0.
Q
Denoting (p’)* = maxge—1,17 |p"(s)|, we obtain that

luf?

e =l = ‘— fg @6 +u - V) — pdx - fg P(@) (1~ P
juf’

<N0:¢ +u - Vllpalip — 2 + ||P'(¢)7||L2|I,u = Hlz2-

Thus, we obtain
e = fll2 < ClIO +u - Vil + (o) llull7
< C(l0,¢ +u -Vl + || Vull2),

where C = C(K;). Consequently, we obtain
81152 <C(1 +110:p +u - V7, + 1 Dull})

<C(1 + 119,87 + llu - V@IIZ, + |Dull7,)
<C(1 + 10:¢1I7, + 1Dull 2Nl 42 + ||Dull7,)

H?2»

1
<C( + 10,4112, + |IDull?,) + 5||¢||2
which implies
lgll7. < Ci(1 +110:812, + 1Dull?>)

for all t > t.(R).
Since
10:8117. <C(110,¢p + u - VII7, + |l - VoII7,)

<C(l6;¢ + u - VI, + 1Dull 211l 2)
1
<C(l0,¢ +u - VYII2, + ||Dull?,) + §||a,¢||2

12>
we obtain that for each t > ¢,(R),

10:4117, <C2(110:¢p + u - VSIIZ, + 1 Dull},), (4.9)
where the parameters C;, C, depend only on parameters of the system (1.1) and K;. O
Proposition 4.4. The dynamical system (Y ,,, S (t)) possesses a bounded absorbing set By, i.e., for any
bounded set B C Y, there exists t,(B) > 0, depending only on the Y,,-bound of B, such that for any

t>t(B), S(t)B C B,.
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Proof. This part of the proof is similar to the higher regular estimates of the NSAC system in [31],

whereas keep in mind that (4.6) is valid for any ¢ > 7,(R) + 1.
Multiplying (1.1) by d,u, integrating over Q, we get

f (@)l dx + (p(@yu - Var, Byu) + f
Q

Q Q

where 1 d |
f V()| Dul*dx = f v(¢)Du : Déudx + = f V' (¢)0,6|Dul*dx,
2dl‘ Q 2 Q
we get

;; f V()| Dul’dx + f P(@)I0uldx
Q

:—(p(¢)u-Vu,0tu)+% f V (¢)8,4|Dul*dx — f ApV - dudx.
Q Q

Differentiating (1.1); with respect to ¢, multiplying by d,¢ and integrating over €2, we arrive at

1d
za”at(p”iz +1IVa,gllz, + fg F"()|0,gl*dx

2 lul” |2

- fg But - Vo, ddx + Golld g1 — f (@10

fp (Pu - dud,pdx + 0, (1 + p’ (¢)E) f 0,pdx.

By summing up (4.10) and (4.11), we obtain that

@ 2f\/(flﬁ)IDuI dx + [10:¢117,) + IVO 17, + p.llOmll7, + fF"(cb)I@zfﬁlzdx
Q

1
—fA¢V¢-6,udx+Efv’(¢)c’)t¢|Du| dx+90||8,¢||L2—fﬁtu-ngc')t(pdx
Q Q Q
jul?

—(p(P)u - Vu,ou) - f p"(¢)l8t¢|2—d - f P (P - Bud,pdx.
Q
Then by (2.2)-(2.6) and Lemma 2.1, as well as a fundamental inequality: for each x,y > 0,
e ln(X) < 2Iny) + 1,
X
we obtain that
60 + Lol + Livol
P (0 + EII all, + EII Bl
<C (Gz(t) In(Cllullwi») + (1 + G*(6) In(Cllgllw2r) + G*(2) + 1) ;

where

6(t) =+ [ ouniDuPdx + Lig,6IE..
2 2
Q

and
Ve 1
SIDuliy, + 5101, < Gy < € (IDull, + 19.017;).

v(¢)Du - DOudx = — f APV ¢ - Oudx,

(4.10)

4.11)

(4.12)

(4.13)

(4.14)

(4.15)

(4.16)
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From Lemma 2.3, for the Stokes problem with the force term g = —p(¢#)0,u — p(¢)u - Vu — A¢pVe,
we have, for any € € (0, 1),

lluellwziee < C (0llpi + llu - Vullpiee + [[AGVPl i+ + [[Dull2IVEllLr)

4.17)
< C(|oull2 + G@) + 1).
By the Sobolev embedding W>!'*4(Q) — W'P(Q) for every p € (2, o) and % =1
lellwrr < C(lOull2 + G@) + 1). (4.18)
Consider the elliptic problem
—A¢ + F'(¢p) = u + 6y, a.e. in Qx(0,7), 4.19)
Opp = 0, a.e. on 0Q x (0, T), '
and Lemma 2.4,
¢llwzr + 1F (@llr < C(A + lI@llz2 + [l + 6ogpllr) 4.20)

< CA + 18l + llullzr),
for any p € [2, 00). By (1.1)5, we have

2 T R
=il < 18,0l + - Vol + )2~ ()2

< C(IVOll + el gl + IVaell?).

Lr

Note that i = F’(¢) — 6y¢, and thus || < C(1 + ||[F’(¢)||.1). Taking the L*-inner product of (1.1) with
¢ — m, we obtain

IVl + LF'(¢)(¢ —m)dx = fg(ﬂ — [)(¢ — m)dx + fgé’oaﬁ@ — m)dx.

By (4.3),
IF' (@l < CA + [lu = pllz2). (4.21)
Thus,
llllzr < Cllu = plizr + Clul < C(G(D) + VOBl 2 + D).
Then by (4.20)

pllw2r < C(G@) + IVOBll12 + 1). (4.22)

Consequentially, applying the following inequality: for each x,y > 0,
xy<(xlnx—x+1)+(E-1),
we obtain that

@@m@MWﬁS%MM@+G@@m®+&m+@@+U
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Similarly, we can obtain that

1
(1+ G*(0) In (Cligllyer) < LIV +C (G0 + G*()In(e + G@) + G*(1) + 1).

Then by (4.14),

d%(e +G() + %uatun; + %IIV&}QSII; < C(1 +G(t)(e + G() In(e + G(®))). (4.23)

Due to (4.16), we have

141 141
f G(s)ds < C(1 + f |Dull?, + (16,¢11;.ds) < C,
t t

where using (4.5) and (4.6), we obtain

1+1
f IDul?, < CE() < K7,
t
and
1+1 1+1
f 10:117, < Cf 10:¢ +u - VoII;, + ||Dull;,ds < 2CE(1) < CKJ.
t t
Then by the uniform Gronwall lemma in logarithm, we get that, for all ¢ > 7,(R) + 1 := #;(R),
G(1) < (K}).
On the other hand, from (4.7) and (4.16), for every t > #.(R) + 1 := t;(R),
llell2, + gl < K3, (4.24)

where K, depends only on the parameters of the system. Therefore, we can finish the proof by taking
B, = BY’N(KZ). O

4.2. Further Dissipativity

Proposition 4.5. For every R > 0 and for any (uy, o) € By, (R) there exists t, > 0 and a bounded subset
B, of H2 X H*(Q), such that
S (H)(uo, ¢o) € B1 N By,

forall t > t,, and therefore B; N B, is the compact absorbing set for S (t) on phase space Y ,,.

Recall that the set B; was obtained in Proposition 4.4.

Proof. Recall that A is the Stokes operator, and there exists IT € L?(0, T; L*(Q)). Then —Au + VII = Au
a.e. in Q X (0, o) with the following estimates:

1 1
Iz < ClIVull,l|Aull;, and ||z < CllAw|z2. (4.25)
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Multiplying (1.1); by Au and taking integration over €2, we obtain

fp(rp)@tu-Audx—f@Au - Audx
Q o 2

- fp(qﬁ) (m-V)u - Audx + fv’ (¢) (DuV¢) - Audx — fdiv (Vo ® Vo) - Audx,
Q Q Q

where

—I@A - Audx _IL@M 2 dx +fvl(¢)HV¢-Audx,

and

1
35 | ponvutar =3 fg o (@) Vuldx + fg (@, - Audx

- f 0 (@)VoVu - u,dx + f 0 (@)Ve - u Ildx.
Q Q

Then we obtain

p(¢)|Vu| dx + f X9 Aufdx = - f 0(6) (- V)u - Audx
Q
v (¢)
2

2dr
+ f V' (¢) (DuVe) - Audx — f div (Vo ® V) - Audx — f
Q Q

Q

[IV¢ - Audx
1
+5 [ p@amura [ p@TeTmdcs [ o0
Q Q Q
By (2.2), (4.5), (4.24), and the Young inequality, we obtain

< p el |Vl ]| Al 2

|—fp(¢)(u'V)u~Audx
Q

< Cp' K/ |Vl 2l Aull; IIAuII + C||Vull

12

L2 ~ 24
and

< V(D) l1Dul| 2Vl | Al 2

f V(@) (DuVe) - Audx
Q
Ve
< ﬁnAuniz + C||IVe| 2.

By (2.2), (2.4), (4.5), (4.24), (4.25), and the global bound of ¢ in L*(€2), we obtain

div(Vgp ® V@) - Audx| =
Q

f (ApV ) - Audx
Q

Vi
< —||Au||2 + ClIVll7- APl

< ﬁnAun , + ClIVYl[7-,

(4.26)
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vV'(#)

‘_fg 2

[IV¢ - Audx

1
|5 f o (@) Vuldx
Q

and

\ fg o (V6 - u.Tldx

Communications in Analysis and Mechanics

<

1 ’
S @l TVl A
1 1 1 1

< Co T, I 6112 | Aull
1 1 7

< Co IBIL, Vel I Aul?,

Vi
< S2IAulE, + CllelialIVulf,

Vi
< ﬁ”AuHiz +C,

< Cligdl2 IVl

< Cligdl 2Vl 2| Al |2
Vs
< ﬂ”Au”%z + Clig7.IVall?,

Vi 2
< 5 llAuli; + G

fp'(¢)V¢Vuutdx < ClIVYll IVaullz2 lleell 2
Q

Ps
< Elluzlliz + C||Vull 2. IVl[7

P
< Enufniz + ClIVli7-,

< ClIV | palluy|l 2|11 4
3 \all3 3 3
< ClIVOII LIl el NI T
1 3
< Cllell 21 Vall Al
3
< Cllellz2l|Aull;,
p 2 3
< éllutlle + Cl|Aull;

Px 2 Vi 2
< EH”:HU + ﬁHAuHLz +C.
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Thus, by the Sobolev embeddings, (2.6) and (4.20), we arrive at

1d x
% p(¢)|Vu| dx + —IIAuII < C(1+[IVoli7-) + %Ilatulliz

IVl
IVl

< C( + il + ligll7, 0 [@llyen) + 52 |I0tu||

< C(1 + IVl In(C ) + ‘ﬁna,uniz
< C(1 + In|@llyer) + —*||a,u||22
< C(1+In(1 + @l + leellr) + 22 1ol
( ( oz ] r) X @27)
< C +In(1 + [lully) + gna,uny
< C( +In(1 + [Vell2 + G(@) + %natuniz
<C( +In(1 + ||V¢,||Lz) +1In(1 + G(9)) + %natuniz
<O +|IVe ) + 2 S 1ol
< Live e+ ’ﬁuauu +C
— 8 t L2 8 t L2

Adding (4.27) and (4.23), we obtain that as ¢ > £,(R),

d 1 . 1 Vi
—(e+G + 5 f p@)IVuPdx) + 2 10ul?, + ZIIVa6IZ, + [ Aull,
2 Jo 8 8 4

dt (4.28)

<C(+G@)(e+G@)In(e+G(1)) <C,

where C = C(K, K;) and depends on the parameters of system (1.1). Integrating (4.28), and by (4.24),
we get there exists M, depending on K, K5, such that

e+ G+ —IIVuIILz + Cf (10.ull7, +11V@l7, + lAull},)ds < My, (4.29)

for every t > t,.
Multiplying (1.1); with —Au, and taking integration over €2, we obtain

f YD) ny - A + f V/()VDu - Auydx + f P($)|Vat Pl + f 0/ ($)V$Vuu,dx
a 2 Q Q Q

+ f Vu, : V(o(¢p)u - Vu)dx = — f Vdiv(Vgp ® Vo) : Vu,dx,
Q

Q
which yields

——|Aul*dx + f p(@®)|Vu,*dx

J
fg V'(¢)

|Aul>dx — fV(v’(d))DuV(/)) : Vu,dx—fp’(qS)V(/)Vu,utdx (4.30)
Q Q

- f Vu, : V(o(¢)u - Vu)dx — deiV(V¢ ® V) : Vu,dx.
Q Q
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By (2.5) and (4.24), and the Sobolev embeddings, we obtain

f ) ¢l Aul*dx
Q 4

< Cligill=l1Aull7,

Il
< Cllglla Int €2V i Au2,

|I¢z||H

< Cllglln + 81 1||¢t||22)||Au”L2
< C(IVillz + A 1.2l Aull7,

1
< ZIIA@IIiz + C(l|Aully, + IVl + 1),

and
‘ fg V(/(¢)DuVe) : Vutdx|
< C [ (VORIDIV, + 1DV O] + 1Dl V)
= %f PV Fdx+ C f (Vg1Du + |D*uPIVeP + |DulID>gP)dx

1
<3 fp(fﬁ)IVutl dx + C(IVIljsl1Dulll, + IV@II7-lIAull?, + D> GlIZ. |1 Dull,

1
<3 fp(dJ)qutl dx + C(lAullz + IVl + DIlAuIZ, + IVA@l 2| Aul|2).

By the same argument in (4.27), the Agmon inequality together with the Sobolev embeddings, we obtain

1
| [ o @mavuued < ¢ [ p@mubassc | wofiufar
Q
1
8 fp(qb)qu,l dx + C(IVl[ -l l2>)
1 2 2 2
< 3 p@)IVu,[~dx + C(1 + [V l[7)ludll7,
Q
‘ f Vu,:V(p(¢)u-Vu)dx‘
1
8 fp(fﬁ)lvuzl dx+Cf(|V¢| lul*|Vul® + [Vul* + jul’|D*ul*)dx
1
<3 fﬂ(d’)quzl dx + CIVIZllullIVull, + Vally, + lullj<IDull?,)dx
Q

8

1
<3 fp(fﬁ)quzlzdx + C((1 + IVl Aull2 + Aul, + 1 Aull},),
Q
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and
|deiV(V¢ V) : Vutdx|
Q
= ' f V(lVIVqﬁl2 + AgV9) : Vutdx'
0 2
= % fgf’@)wur'zdx +C fg (ID*¢PIVe + |AGPID* G )dx
1
<3 fg P@IVudx + VI IVAGIE: + A1 ID°)

1
< 3 fp(fﬁ)qutlzdx + C((1 + IV lI2)IIVAQIZ, + [IVASIL,).
Q
From the above estimates, we obtain

Id v, » lf ) 1 ) 4
=— | —lAul"dx+ = Vu,|"dx < —||A + C(|[VA
23 | T 1AuPd S | p@IVuPdx < ZIAGE + CANAGI, wsn)
+ 1Al + IV, + 721+ V) + 1Aul + 1).

On the other hand, differentiating (1.1); with respect to ¢, multiplying —A¢,, integrating over Q, we
obtain

1d
Qa”w’t”iz +1Agill;. = f(ut Vo +u -V, + F'(¢)p)A¢dx
Q

uf (4.32)

+ 60l + f (0" ()b + ' () - u)Adx.
0
By Theorem 3.3, there exists 6 = d(1) > 0, such that for every x € Qandt > 1,
—1+0<o(x,1)<1-0.

Then ||[F”(¢)|l1~ < C(5). By (4.5), (4.24), and (4.27), we obtain

f(ut Vo +u-Vo, + F"'(¢)p,)Ad,dx
Q

1 7
< §||A¢tlliz + f(luzllefﬁl2 + [PV + IF” (D7 Il dx
Q

IA

IA@ 17, + CAIVBIITllwd 7, + el V7, + 1)

IA

IAGIT, + L+ VG, + 1AG 2 + 1)

IA
| — 00| — 00| —

IAGIZ, + CQL+ llu]l7.(1 + 1V l17),
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and by the Agmon inequality (2.3), we have that

e 1P
| f (" (@5 + 0 (- u)Agdx| < ||A¢,||iz+c f (IPlul* + e P)dx
Q
1
< ZIAGE: + CAlulif-ligl + i )
1
< 218G, + CAIAIZ, + llu 2V 2)

1 1
ZI|A¢zlle ZLp(¢)quz|2dX+C(llAulliz+||uf||iz)-

From the above estimates, we obtain

d 1
§—||V¢zlliz + —|IA¢zIIiZ

1
<7 fp(¢)|Vut|2dx + C((1 + Aully, + VBTN 17, + llAully, + V7).

Adding (4.31) into the above inequality, we obtain

v(¢) 1 1
dt 2f ¢ |Aul*dx + [[Vll2,) + ngp(@IVutlde ZIIA@IIEZ
< CUIVAQIl, + lAull;, + (1 + [lAull;, + IV )lull7, + 1).

(4.33)

Taking the gradient of (1.1);, we obtain

jul?

Vo + Vu - Vo +u - D*¢ — VAG + F”())Ve — 0,V + p”(¢)V¢— + 0/ (P)u - Vu =0,

and consequently,

VA7, < IVgl7, + Va7Vl + el AT, + I1F” (@)=Yl
+ 60lIVBIIT, + CUVBITlaellys + lleell7lIVll7) (4.34)
< C(L+ IVBI17, + llAullZ,).

Then by (4.33), we arrive at

d 1 1
A0+ 7 f P(P)IVudx + ZIIA@IIiz < CA@( + A@) + lluill7), (4.35)
Q
where A() = 1 [[ “2|AuPdx +[|V¢|%,, and
ClAully, +1V872) < A@) < C'(1Aullp + IViI72)- (4.36)

By (4.29), we obtain

r+1 r+1
f A(s)ds <C, f 17> ds < C.
t t
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Then by the uniform Gronwall lemma (e.g., see [32]), we can obtain that
lAull7, + IV I7. < (K3)?,

and by (4.34),
Aull?, + (16117 < (K¥)?,

foreveryt>t, +1 =1t,(R)+ 2, and
el + 8117, < K3,

foreacht > t; := 1, + 1. Thus, we obtain that B; N B, is a compact absorbing set by the compact Sobolev
embedding theorem, where B, = By, (K>) and By = By, 43)(K3). O

The proposition above directly leads to the following corollary.

Corollary 4.6. For each bounded set B C Y, there exists t3 = t3(B) > t.(R) + 2, such that | J»,, S(t)B
is relatively compact in Y,

4.3. Continuity of the semigroup

In this section, we will prove that for every ¢ > 0, the semigroup S (¢) is continuous on the phase
space Y. Let {(u;, ¢()}.>1 be a sequence in Y,, and (uo, o) € Y,,, such that (ug, ¢5) — (4o, ¢o) in the
strong topology of Y,,. Let (u"(2), ¢"(1)) = S (t)(uy, ¢y), (1), $(1)) = S (1)(wo, ¢o). Then by assumption,
there exists M; > 0, such that, foralln = 1,2, -,

2 2 Ve 2 2 2
luglly, + llolly < My and lluolly, + llgolly. < M.

Proposition 4.7. For any t > 0, there is a constant C = C (My,1), M = M(M,, 1), such that

(1) = (D, + 16"(1) = dDle < Cllael = wollfy, + 116 — goll?, e ™.

Proof. Let (uy,¢1), (U2, ¢,) be the corresponding strong solutions initiated from (u¢;, ¢o1), (U2, Po2) and

let (u9 ¢) = (u19 ¢l) - (uz’ ¢2)

Following the proof of Theorem 4.1 in [31], and the uniqueness of the strong solution, we obtain

g p(¢1) 2 l 2 E ) l 5
dt(fg;—z |ue] dx+L2|V¢| dx)+ > L|Du| dx+2||A¢||L2
<A() f p(%”)mﬁdx + B0Vl

Q

where
A() = C (02 + uy - Vol + | + ol + 1)

and
B(t) = C(ll0uz + us - Vuoll7, + 1AG1 112, + 1Dusll7, + |l |I7

+IF” (@Dl I (1F” (@0)l12) + IF” (@Il In (1F” ($2)ll2) + 1),

moreover, A and B are both in L'(0, T) for any T > 0. Let M = max { fotA(s)ds, fot B(s)ds} which
depends on M, following the proof in [31], and use the Gronwall lemma to obtain

Jue|? L 5 o) — upnl® 2\ it
plp)—-dx+ | =|Vé|"dx < ( p(po1) ———=——dx + [[Vo; — V¢02||Lz)e .
Q 2 Q 2 Q 2
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Then
2 2 2 2 N
ey — wall,, + g1 — Pallfn < CO(|luor — wozlly + llpor — dozllz)e™ .

Following the proof of Proposition 4.5, we obtain that foreach 7, : 0 < 7 <t < T,

t
e +G(0) + p.l[Vull, + f (leelI7> + IV + [1Aullz,)ds

< C(M) (e + G + p.lIVu@I})

(4.37)

Note that in the proof of Proposition 4.5, M, in (4.29) is independent of the initial value (u,, ¢,) and
(4.29) is valid for t > t, + 1. However, here in (4.37), C(M,) depends on the initial data, but we need
the inequality for # > 0. Then there is a 7y € (0, 7) such that (u(7y), ¢(79)) satisfies u(rg) € V., ¢(79) €
H*(Q), 0,¢(10) = 0 on 0Q, F”(¢(10)) € L*(Q) and

G(xo) + p.IVury)|: < M.

Taking (u(to), (7)) as the initial datum, there exists a global strong solution (#(%), #(t)) on [y, o0), for
each ¢ > T, there exists a constant Cy = Co(M,),

!
G(@(1), (1)) + p.|Vitllz, + f(llﬁzlliz + IV, + lA@ll},)ds < Co,

where

~ 1 ~ 1 .
G@@®,¢m) = 5 L V(@(0))|Dar(r)*dx + 5|I¢t(t)lliz.

Also by (4.35), there is a constant C; = C(M,), such that

d - - - _
3 2@, 6(0) = CA@D), pO)A@), $(1)) + @, (D117, + 1).
Using the uniform Gronwall lemma again, we obtain
IAG@)I7, + IVGOI7, < M,

and N
lAG@)II7, + l@Il7,, < M,

for every t > 7, where M), = M;(t, M) and M, = M,(r, M;). Then we obtain that for every 7 > 0,
i=1,2,
sup(lAu; (D112, + IgiDI12,) < M3,

=T

by viewing (w1, ¢o1), (U2, Po2) as initial values of the trajectories. Now let t* > 0, 7 = %t*, rf>1t>0.
By interpolation,

e (%) = w2y, + 161G = ol
< Cllun (") = wa(lly, + 1610 = a3 )Wt () = w1y, + 111 (1) = 820 1)

1 1 1 ~
v 5 5 \amit
< CM; (llugr — uoally, + ligor — doall e
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Replacing (u;, 1) by (u,, ¢,) , (w2, ¢,) by (u, $), we obtain

[l (") = u(t)llv, + 9" (1) = ¢l < CM; (llug — wollgy + Nl — ¢oll,§1)e_M,
where C = C(¢*, M,) and M = M(t*, M,). o
Thanks to these propositions above, we obtain the following theorem by Theorem 1.1 in [32].

Theorem 4.8. Let the assumptions of Theorem 3.2 and Theorem 3.3 hold. The dynamical system
(Y., S (2)) possesses a unique global attractor ‘A,, C Y,,, which is a connected compact set and has the
following properties:

(a) A, is strictly invariant in Y, i.e., S()A,, = A, for every t > 0;
(b) A, is an attracting set for S(t) on Y, i.e., for every bounded ball By, in the phase space Y,

lim dist (S (1) By, (R), A,) = 0,

where the Hausdorff semi-distance between sets is defined by dist(A, B) := sup ., inf,ep disty, (a, b).

Note that from Proposition 4.5, we know that the obtained global attractor (A,, is bounded in
H2 x H*(Q).
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