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Abstract: This study aimed to investigate the risk-return relationship, provided volatility feedback 

was taken into account, in the South African market. Volatility feedback, a stronger measure of 

volatility, was treated as an important source of asymmetry in the investigation of the risk-return 

relationship. This study analyzed the JSE ALSI excess returns and realized variance for the sample 

period from 15 October 2009 to 15 October 2019. This study modelled the novel and robust Bayesian 

approach in a parametric and nonparametric framework. A parametric model has modelling 

assumptions, such as normality, and a finite sample space. A nonparametric approach relaxes 

modelling assumptions and allows for an infinite sample space; thus, taking into account every possible 

asymmetric risk-return relationship. Given that South Africa is an emerging market, which is subject 

to higher levels of volatility, the presence of volatility feedback was expected to be more pronounced. 

However, contrary to expectations, the test results from both the parametric and nonparametric 

Bayesian model showed that volatility feedback had an insignificant effect in the South African market. 

The risk-return relationship was then investigated free from empirical distortions that resulted from 

volatility feedback. The parametric Bayesian model found a positive risk-return relationship, in line 

with traditional theoretical expectations. However, the nonparametric Bayesian model found no 

relationship between risk and return, in line with early South African studies. Since the nonparametric 

Bayesian approach is more robust than the parametric Bayesian approach, this study concluded that 

there is no risk-return relationship. Therefore, investors can include South Africa in their investment 

portfolio with higher risk countries in order to spread their risk and derive diversification benefits. In 

addition, risk averse investors can find a safe environment within the South African market and earn a 

return in accordance to their risk tolerance. 
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1. Introduction 

Originating from the Modern Portfolio Theory by Markowitz (1952), the risk-return relationship 

is assumed to hold a positive and linear relationship—the higher the risk, the higher the return. 

However, there are many studies documented in literature that show a positive, or negative, or no 

relationship at all, as sufficed by Bekiros et al. (2017), Umutlu (2019) and Harris et al. (2019). Due to 

the magnitude of conflicting results over the years, this has caused an international and local debate to 

arise regarding the risk-return relationship (Jin, 2017). International studies have explored a number 

of theories and models in an attempt to resolve the inconclusive empirical backing of the risk-return 

relationship. For example, in recent studies by Jensen and Maheu (2018), Kim and Kim (2018) and 

Harris et al. (2019), it is noted that the risk-return relationship is positive, in line with theoretical 

expectations, when the volatility feedback (effect) is taken into account. Volatility feedback is 

considered a market characteristic of key interest because it takes longer to die out relative to regular 

volatility (Mancino and Sanfelici, 2020). 

In comparison to international literature, the methods employed by South African studies and 

the volume of literature on the topic is limited (Manadimika and Chinzara, 2012; Steyn and Theart, 

2019). Typically, higher levels of volatility are found in an emerging market (Adu et al., 2015). 

Therefore, it followed that the presence of volatility feedback, in an emerging market such as South 

Africa, can be expected to be more pronounced. Drawn from the National Treasury (2018), the 

presence of volatility feedback can pose a serious threat to the South African market and the business 

confidence of investors, leading to negative financial implications. This is because private investment 

contributes to around 60% of total investment, and South Africa relies heavily on foreign investment, 

because of a low rate of local savings. 

Although volatility feedback is considered a useful market characteristic, this study focuses more 

on its impact on the risk-return relationship, following Jensen and Maheu (2018), Kim and Kim (2018) 

and Harris et al. (2019). The research problem of this study is that volatility feedback is an important 

source of asymmetry that should be taken into account when investigating the risk-return relationship. 

The primary aim is to investigate the magnitude of volatility feedback in the South African market. 

The secondary aim is to investigate the risk-return relationship provided volatility feedback is taken 

into account. This study followed Jensen and Maheu (2018), which is the first and only known study 

to apply the nonparametric Bayesian approach to the risk-return relationship and volatility feedback 

topic, to the best of the authors knowledge. The Bayesian approach is in contrast to conventional 

methods, such as regression analysis and the GARCH approach. Conventional quantitative finance 

methods, also known as the frequentist approach are based on classical statistics, where theory is either 

accepted or rejected based on empirical results. 

Bayesian statistics is an extensive field of statistics built on Bayes (1763) theorem, which is 

defined as the probability estimation of a relationship given prior information. Specifically, where the 

theory and empirical model are closely related by means of the prior information. In this case, the 
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relationship is between risk and return, and the prior information refers to volatility feedback, which 

is modelled from the historical price data. In the context of risk estimation, the probabilities of possible 

future outcomes can be estimated given prior information. This means that when an individual takes 

on some level of risk, they have some probability of knowledge, whereas in the case of uncertainty, 

they do not. In contrast to conventional methods, the Bayesian approach has the ability to effectively 

account for uncertainty as well as asymmetry, thus allowing for a more robust and informative 

estimation of the risk-return relationship (Jensen and Maheu, 2018; Karabatsos, 2017). 

Following Jensen and Maheu (2018) and Karabatsos (2017), the Bayesian approach can be 

modelled in a parametric or nonparametric framework. A parametric model is defined as a finite 

model and is based on modelling assumptions, such as the normality assumption. Common examples 

include the regression analysis and the GARCH approach. However, the parametric Bayesian model 

is more robust than the conventional methods because of clustering analysis. Meaning that, although 

the model follows the normality assumption, it has the ability to take into account asymmetric forms 

of the risk-return relationship, to a greater extent than conventional models. 

The nonparametric approach adjusts for model misspecifications, measurement errors and allows 

for a wide array of higher moment properties such as skewness, kurtosis and multiple modes (Jin, 

2017). The nonparametric approach, also known as a “model free” approach, by Jensen and Maheu 

(2018), estimates the data free from predetermined constraints and assumptions, such as the normality 

assumption. Consequently, the use of the nonparametric Bayesian approach produces a powerful 

method for the estimation of the risk-return relationship. The model’s ability to effectively fit nonlinear 

and asymmetric properties ensure a robust and reliable result. 

In summary, by taking volatility feedback into account, this can assist the estimation of the risk-

return relationship, following Jensen and Maheu (2018), Kim and Kim (2018) and Harris et al. (2019). 

According to Bekiros et al. (2017), the risk-return relationship is of paramount significance as it forms 

the basis of a number of strategies and investment ventures. A holistic view of the risk-return 

relationship and volatility feedback, can provide useful information to various market participants such 

as investors, portfolio managers and policymakers, with respect to their decision-making processes. 

The application of the novel Bayesian approach, by Jensen and Maheu (2018), ensures a more robust 

estimation of the risk-return relationship. In turn, this can contribute to advancements in stochastic 

volatility modelling and efficient risk estimation in the fields of portfolio and risk management. The 

main contribution of this study was to highlight the novel nonparametric Bayesian approach in South 

Africa, where literature mainly constituted of regression analysis and the GARCH approach. In 

addition, to provide reliable investor information for those who seek an opportunity to optimize their 

chance to earn a superior return. 

This research article is made up of five parts: First, the risk-return relationship and volatility 

feedback topic are introduced. Second is the literature review which consists of the theoretical review 

and empirical review. The theoretical review covers the origination and theory of the volatility 

feedback phenomenon and how it is linked to the risk-return relationship. The empirical review covers 

local and international studies that investigate the risk-return relationship and volatility feedback. Third, 

the methodology covers the dataset and method procedure of the Bayesian approach employed in this 

study. Fourth, the empirical results show the data exploration and preliminary test of the parametric 

Bayesian approach. This study analyzes volatility feedback, by the parametric Bayesian approach 

followed by the nonparametric Bayesian approach, then the risk-return relationship. Finally, the key 

findings and implications of the test results are concluded. 
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2. Literature review 

2.1. Theoretical review 

According to Bekiros et al. (2017), developed and emerging financial markets are subject to 

volatility, a strong persistence of risk which is asymmetric in nature. Two traditional theories documented 

to explain the phenomenon of asymmetric volatility are the leverage effect and volatility feedback, as 

sufficed by Jin (2017), Umutlu (2019) and Harris et al. (2019). Both theories describe a relationship 

between volatility and price movements; where the leverage effect is a nonlinear relationship, and 

volatility feedback is a positive and linear relationship (Jensen and Maheu, 2018). Asymmetric volatility 

and the leverage effect are treated synonymously by the GARCH school of models (Mandimika and 

Chinzara, 2012). However, Jin (2017) stated that asymmetric volatility is associated to a time-varying 

risk-premium which is linked to volatility feedback. In the context of this study, volatility feedback is 

specifically treated as a measure of volatility and asymmetry, in line with Jensen and Maheu (2018). 

Volatility feedback, introduced by Pindyck (1984), describes the price movements in the 

market—for a volatility shock in the market, this causes an increase in expected risk, a rise in return 

and a drop in share price. The volatility feedback mechanism is defined as a measure of volatility 

that is strongly persistent over time and stochastic in nature (Mancino and Sanfelici, 2020). Kim and 

Kim (2018) described volatility feedback as a predictor of unanticipated errors, as a result of 

macroeconomic fundamentals, which affects returns. Moreover, that volatility feedback has the 

ability to counteract cumulative price movements, such as an increase or decrease in price, and thus 

account for asymmetry. 

According to Umutlu (2019), volatility feedback is based on two assumptions, asymmetric 

volatility and the trade-off theory. Asymmetric volatility refers to the tendency of volatility to increase 

more for negative returns than positive returns, or vice versa, for the same magnitude (Jin, 2017). The 

trade-off theory is where an investor only takes on a high level of risk if compensated by a high level 

of return; hence, a positive risk-return relationship (Markowitz, 1952). Explained by Jensen and Maheu 

(2018), given that volatility is a priced factor in the market, meaning, for a price movement in shares, 

there is a relation to risk. For a volatility shock in the market, a strong persistence of risk, actual 

volatility persists and signals future volatility by asymmetric volatility. From that increase in volatility, 

results an increase in return by the trade-off theory which stems from the idea - the higher the risk, the 

higher the return. Hence, volatility feedback closely reflects the risk-return relationship by definition. 

This is why the volatility feedback mechanism can also be described as a risk premium that is an 

increasing function of volatility in the market (Jin, 2017). 

Mancino and Sanfelici (2020) stated that volatility feedback is a useful tool in understanding 

market conditions as it indicates the level of liquidity of individual securities as well as the market. 

Consequently, it can be used as an indicator of market stability and assist investor decisions. The 

presence of strong volatility feedback suggests recessionary market conditions, whereas a weak 

presence indicates expansionary market conditions. This affects price movements and suggests the 

rising or falling of market prices, respectively. Forecasting this measure can allow an investor to 

strategize their investment venture to improve the probability of realizing a superior return. For 

example, in the presence of strong volatility feedback which indicates recessionary market conditions, 

prices are expected to fall. Therefore, an investor can immediately short sell their shares to minimize 

their future potential loss. 
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In summary, volatility feedback is a positive and linear relationship between price movements 

and volatility, by definition and the assumptions, in line with the theoretical risk-return relationship. 

Hence, volatility feedback is identified as an important source of asymmetry to take into account in 

determining a positive risk-return relationship, in line with theoretical expectations (Jensen and Maheu, 

2018; Kim and Kim, 2018; Harris et al., 2019). Although the documented theoretical framework of 

volatility feedback is limited due to literature, the empirical review provides more insight to the 

significance of accounting for this measure when investigating the risk-return relationship. 

2.2. Empirical review 

Sultan (2018) investigated asymmetric volatility, in the context of volatility feedback, for 

twenty-four shares listed on the Finnish stock market. The study analyzed an updated sample period 

where the 2008 financial crisis and any newly listed companies within the time period were excluded. 

An EGARCH and ADCC-EGARCH model were applied to the data for the sample period of 1 

January 2009 to 31 December 2017. The variables used were returns from the OMX Helsinki 25 

stock index against conditional volatility and covariance. The study found that the presence of the 

leverage effect is high and that of volatility feedback is low. Further, that negative returns affected 

the risk premium more than positive returns, in line with the asymmetric volatility phenomenon.  

Kim and Kim (2018) investigated volatility feedback by employing a unified framework which 

is a generalization of a number of sub-models to the United States (US) market. The monthly data 

sets were analyzed for a sample period from January 1959 to May 2014. The variables of interest 

were excess returns, and macroeconomic fundamentals to account for risk. The unified framework 

consisted of expected returns which were modelled as a linear function of expected variance, a probit 

model and a tailored factor called “volatility feedback news.” The study explicitly took into account 

that volatility feedback is driven by news as a result of changes in macroeconomic fundamentals. 

Kim and Kim (2018) concluded a positive risk-return relationship for their study, in line with 

traditional expectations. 

However, the main limitation in the study by Kim and Kim (2018), was the linear function of 

volatility. It presents an issue similar to one of the main drawbacks of the parametric GARCH approach, 

where the parameters are subject to nonnegativity constraints (Jin, 2017). If the parameters do not meet 

this restriction, then some adjustment has to be imposed to the data (Jensen and Maheu, 2018). Returns 

cannot be a linear function of volatility because empirically, there exists a magnitude of conflicting 

results regarding the relationship (Bekiros et al., 2017; Umutlu, 2019; Harris et al., 2019). In parametric 

approaches, it is common practice to impose assumptions and constraints on data (Jin, 2017). In 

contrast, for the Bayesian approach by Jensen and Maheu (2018), parameters are treated as random 

variables with no constraints imposed on the data when introduced into the model. This means that the 

parameters are treated in accordance to the probability of an outcome, based on the method used, and 

not adjusted to fit a certain or fixed result (Karabatsos, 2017; Kim and Kim, 2018). 

Jensen and Maheu (2018) applied a nonparametric Bayesian approach to the US market for a 

sample period from January 1885 to December 2011. The study analyzed monthly excess returns, 

calculated as the difference between the S&P500 returns and risk-free rate for a specified sample of 

forty years followed by a 1-month US Treasury-bill (T-bill) rate. A bias-adjusted realized variance is 

calculated, following Hansen and Lunde (2006), where the bias-adjustment accounts for microstructure 

noise. Jensen and Maheu (2018) took into account volatility feedback which is considered an important 
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source of asymmetry that affects risk estimation. The study recommended moving away from linearity 

and to include densities with higher moment properties. Results were graphically presented by plots of 

density estimation over a 90% credible interval. Volatility feedback was found to get stronger over time 

and once taken into account, the study found a positive and nonlinear risk-return relationship. 

Harris et al. (2019) found that there was a strong presence of volatility feedback and the leverage 

effect due to the persistent volatile periods in the market of the United Kingdom. After accounting for 

both effects, a positive risk-return relationship was found at all states of volatility. The sample period 

of July 1962 to December 2005 for the monthly data were analyzed using a Value at Risk (VaR) model. 

A VaR model focused on the tails of a distribution where extreme events such as the 2008 financial 

crises occurred. A Markov switching model was further applied to account for the time-varying nature 

of volatility, for an extended period of July 1962 to December 2016. This was in order to account for 

the original period, the 2008 financial crisis and the remaining subsequent years. The addition of the 

Markov switching model is often used to account for the different regimes of volatility. 

However, Chang et al. (2017) stated that the Markov switching model is considered impractical 

and unrealistic for two reasons: First, because the forecast of the model is based on the current state 

and not the underlying time series. Second, the Markov chain estimates the regimes in isolation of 

other parts of the model. This implied a frequentist or classical approach, where theory is either 

accepted or rejected, based on the empirical results. In contrast to the Bayesian approach, which has 

the ability to account for prior information before making an estimation. Hence, the Markov switching 

model is considered more effective when used in conjunction with the Bayesian approach, according 

to Chang et al. (2017). 

In an international study by Jin (2017), a negative risk-return relationship was found for the 

majority of markets in its sample, including the Johannesburg Stock Exchange (JSE) of South Africa. 

The study analyzed the respective daily returns and variance for the sample period from January 2001 

to October 2014 of sixteen stock markets. Jin (2017) highlighted the limitations of the GARCH 

approach as being prone to model misspecification as well as having a number of underlying 

assumptions and constraints due to being parametric. The study then made use of a nonparametric 

approach to overcome the limitations of the parametric approach. The nonparametric approach is a 

“model free” approach that estimates the data free from any predetermined assumptions (Jensen and 

Maheu, 2018). Jin (2017) applied the Hurst exponent to measure the long-term memory which referred 

to the persistence of risk over a long period of time. A detrended cross-correlation coefficient was then 

applied which has the ability to account for data on the verge of nonstationarity. 

Results revealed a strong presence of long-term volatility and a negative risk-return relationship 

that got stronger over time. The finding of a negative risk-return relationship in South Africa was 

supported by Bekiros et al. (2017). Jin (2017) further investigated whether the result of the negative 

risk-return relationship was due to the leverage effect or volatility feedback. The majority of the 

markets showed very weak evidence of volatility feedback with the exception of South Africa, Brazil, 

India and Indonesia which were all emerging markets. Although both volatility feedback and the 

leverage effect were present, the negative risk-return relationship was found to be dominated by the 

leverage effect for the majority of markets, including South Africa. This finding was in contrast to the 

result of the BRICS study by Adu et al. (2015), who found the leverage effect present for all the markets 

except South Africa. 

Steyn and Theart (2019) applied regression analysis of Jensen’s alpha, the Sharpe ratio and paired 

t-tests. The aim of the study was to investigate whether South African investors were being 
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compensated for taking on a higher level of risk. All the shares on the JSE were analyzed for the sample 

period from July 2004 to September 2018. The study concluded a negative risk-return relationship. 

With respect to the model, regression analysis consisted of basic statistical tests which were inadequate 

in fitting the financial data that was nonlinear and volatile in nature (Jensen and Maheu, 2018). 

Consequently, this should lead researchers to use more robust methods that are available to effectively 

model complex data such as the Bayesian approach (Karabatsos, 2017). 

In summary, purely South African studies showed a limited modelling approach in the 

investigation of the risk-return relationship, as well as a nonpositive risk-return relationship, relative 

to the documented international literature. Although not empirically reviewed in detail in this study, in 

order to highlight the more unconventional approaches, it was noted that early South African studies 

by Mangani (2008), Mandimika and Chinzara (2012) and Adu et al. (2015) found no risk-return 

relationship. Mandimika and Chinzara (2012) recommended taking into account skewness and kurtosis 

when results are inconclusive regarding the risk-return relationship. From a chronological review of 

the aforementioned studies, it was noted that more significant evidence was found regarding volatility 

and asymmetric effects. However, the studies employed the GARCH approach which is considered 

misspecified and limited in accounting for asymmetry, by Jin (2017). 

The more recent studies by Jin (2017), Bekiros et al. (2017) and Steyn and Theart (2019), found 

a negative risk-return relationship. These findings are still in contrast to the recent studies by 

international literature, such as Kim and Kim (2018), Harris et al. (2019) and Jensen and Maheu (2018), 

which found a positive risk-return relationship. A reason for the nonpositive risk-return relationship in 

the South African market could be due to the failure to account for volatility feedback when 

investigating the risk-return relationship or the choice of model (Jensen and Maheu, 2018; Kim and 

Kim, 2018). Given the result of high levels of volatility found in the studies by Mangani (2008), 

Mandimika and Chinzara (2012) and Adu et al. (2015), the investigation of volatility feedback and the 

risk-return relationship in the South African market is substantiated. 

In the context of this study, only volatility feedback was explicitly investigated and not the 

leverage effect, since it was strongly associated to the risk-return relationship, as noted by Jensen and 

Maheu (2018). Moreover, in the BRICS study by Adu et al. (2015), the leverage effect was present for 

all the emerging markets, except South Africa. 

3. Methodology 

3.1. Dataset 

This study focused on the largest South African market, the JSE, based on documented local 

literature. The secondary daily price data of the FTSE/ JSE ALSI was obtained from the Integrated 

Real-time Equity System (IRESS) database for the sample period from 15 October 2009 to 15 October 

2019. Following Sultan (2018), daily data was analyzed because it provided a more precise estimate 

of the variables. An updated period of ten years was chosen, excluding both the financial crisis and 

apartheid era. The selection of this period was to limit the potential effects of structural breaks in the 

analysis. While it could be extended, it would become more susceptible to the influences of exogenous 

economic shocks. In addition, the sample included only listed companies; thus, newly listed and 

delisted companies were excluded. 
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Following Jensen and Maheu (2018), the variables excess returns and realized variance were 

calculated as follows. The daily ALSI closing price data was converted to ALSI market returns by the 

log transformation of Equation 1: 

 𝑅𝑚 = ln(
𝑃𝑡

𝑃𝑡−1
) (1) 

where 𝑅𝑚 denoted market returns and 𝑃𝑡 represented the share price for the current day 𝑡 and 𝑃𝑡 − 1 

was the share price for the previous day 𝑡 − 1, where 𝑡 = 1, … , 2499. Thereafter, the calculation of 

excess returns was shown by Equation 2: 

 𝑟𝑡 = 𝑅𝑚 − 𝑅𝑓 (2) 

where 𝑟𝑡 denoted the market risk premium, equal to the difference between the market return 𝑅𝑚 and 

the risk-free rate 𝑅𝑓. The annual risk-free rate was obtained from the South African Reserve Bank 

(SARB) and converted to a daily value from Equation 3, by Brooks (2014): 

 𝐷𝑎𝑖𝑙𝑦 𝑅𝑓 = (1 +  𝑦𝑒𝑎𝑟𝑙𝑦 𝑅𝑓)
(

1
365

)
− 1 (3) 

The South African T-bill was the proxy for the risk-free rate, primarily based on accessibility and 

availability, in line with Bekiros et al. (2017). 

The calculation of the bias-adjusted realized variance by Hansen and Lunde (2006), was shown 

by Equation 4: 

 𝑅𝑉𝑡
𝑞 = 𝛾0 + 2 ∑ (

1 − 𝑗

𝑞 + 1
) 𝛾𝑗 , 𝑤ℎ𝑒𝑟𝑒 𝛾𝑗 = ∑ 𝑟𝑡,𝑖

𝑁𝑡−𝑗

𝑡=1

𝑟𝑡,𝑖+𝑗

𝑞

𝑗=1

 (4) 

where 𝑅𝑉t
q
 was equal to daily realized variance 𝑅𝑉𝑡 where the bias-adjustment 𝑞 was set to one. 

Realized variance was equal to term one  γ̂0  which was equal to the first order of 

autocorrelation. Term two was the product of the bias-adjustment and γ̂𝑗  realized variance by 

definition. The latter was equal to the summation of returns squared 𝑟𝑡
2 where 𝑁𝑡 represented the 

number of daily returns in day 𝑡  and 𝑗 = 0, … , 𝑞 . The addition of kernel weights, not shown in 

Equation 4, ensured a positive bias-adjusted realized variance. In nonparametric Bayesian estimation, 

the application of kernels is often used, which acts as a type of weighting function. There are a 

number of different kernels; however, this study specified the Bartlett kernel, in line with Hansen 

and Lunde (2006). 

3.2. Motivation for econometric model 

According to Jensen and Maheu (2018), there are two specific opposing effects that act on excess 

returns. These effects are shown by the trade-off theory by Markowitz (1952) and volatility feedback 

by Pindyck (1984). The econometric model, given as Equation 5 by Jensen and Maheu (2018), shows 

how volatility feedback obscures any risk-return relationship. Note that throughout this study, the 

information set 𝐼𝑡−1 refers to all the possible values made up from the dataset, excess returns 𝑟𝑡 and 

realized variance 𝑅𝑉𝑇, represented by 𝐼𝑡−1 = {𝑟1, 𝑅𝑉1, … , 𝑟𝑡, 𝑅𝑉𝑡} where 𝑡 = 1, … , 𝑇. 

 𝑟𝑡 = 𝐸[𝑟𝑡|𝐼𝑡−1] + 𝛼1(𝑅𝑉𝑡 − 𝐸[𝑅𝑉𝑡|𝐼𝑡−1]) + 𝑒𝑡 (5) 
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From Equation 5, 𝐸[𝑟𝑡|𝐼𝑡−1] is defined as the expected conditional mean of excess returns, given 

the information set which is made up of excess returns and realized variance. This is an ex-ante (future) 

term and captures the positive risk-return relationship. The coefficient 𝛼1 of 𝛼1(𝑅𝑉𝑡 − 𝐸[𝑅𝑉𝑡|𝐼𝑡−1]) 

is a measure of the persistence of risk or a volatility shock on (𝑅𝑉𝑡 − 𝐸[𝑅𝑉𝑡|𝐼𝑡−1]). The latter is the 

difference between observed realized variance and expected realized variance. This is an ex-post 

(actual) term and captures volatility feedback. Finally, 𝑒𝑡 is the innovation term of the model which 

captures the possible deviations between the observed and expected values (Brooks, 2014). 

Provided volatility is a priced risk factor by Jensen and Maheu (2018), for a positive volatility 

shock 𝛼1, a strong persistence in risk; actual volatility persists and signals future volatility on expected 

returns. This results in a positive risk-return relationship by the trade-off theory which is captured by 

𝐸[𝑟𝑡|𝐼𝑡−1]. In turn, there is a demand for higher expected returns and in order to raise the expected 

returns; share prices decrease by volatility feedback, which is captured by the volatility innovation 

𝛼1(𝑅𝑉𝑡 − 𝐸[𝑅𝑉𝑡|𝐼𝑡−1]). 

In summary, for a positive volatility shock, there is an increase in 𝐸[𝑟𝑡|𝐼𝑡−1] capturing the risk-

return relationship and a decrease in 𝛼1(𝑅𝑉𝑡 − 𝐸[𝑅𝑉𝑡|𝐼𝑡−1]) capturing volatility feedback. Jensen and 

Maheu (2018) stated that this model mathematically shows how the two opposing effects act on excess 

returns. This is captured by the joint distribution of excess returns and realized variance. Once volatility 

feedback is established, the risk-return relationship is investigated. Note that this only occurs when the 

volatility shock is zero, as shown by Equation 6. 

 𝑅𝑉𝑡 = 𝐸[𝑅𝑉𝑡|𝐼𝑡−1] (6) 

From Equation 6, in order for the volatility shock 𝛼1 of 𝛼1(𝑅𝑉𝑡 − 𝐸[𝑅𝑉𝑡|𝐼𝑡−1]) to be zero, the 

observed realized variance 𝑅𝑉𝑡 needs to be equivalent to the expected realized variance 𝐸[𝑅𝑉𝑡|𝐼𝑡−1]. 

To aid understanding, this can be graphically represented as the intersection of the density lines of the 

observed and expected realized variance. 

3.3. Method procedure 

In the context of model implementation, the Bayesian approach consists of a prior which is an 

initial probability estimation and posterior which is an updated probability estimation (Bayes, 1763). 

Following Jensen and Maheu (2018), the prior is determined by the Dirichlet Process (DP) by Ferguson 

(1973), derived by the stick-breaking process by Sethuram (1994). The posterior is estimated by the 

slice sampling technique by Kalli et al. (2011) and Gibbs sampler. 

3.3.1. Parametric bayesian model 

The parametric Bayesian model follows the method procedure of the nonparametric Bayesian 

model by Jensen and Maheu (2018) with one exception—the model becomes a finite model and is 

further simplified by the author for computational ease. According to Karabatsos (2016), a 

nonparametric Bayesian model is often referred to being an infinite-mixture model. Essentially, a 

nonparametric Bayesian model assumes an infinite number of clusters, whereas a parametric Bayesian 

model assumes a finite number of clusters (Jensen and Maheu, 2018; Karabatsos, 2016). The 

parametric Bayesian model is a finite model, because by definition, a parametric model has a set 

number of parameters with respect to its sample size (Jin, 2017). 
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Therefore, although the parametric Bayesian model takes into account asymmetric properties, it 

does so, to a limited extent because the model is essentially parametric (Jin, 2017). Hence, the 

parametric model does not have the capacity to take into account an infinite number of possibilities 

and account for every possible risk-return relationship that could exist (Demirer et al., 2019). 

Consequently, there is no need to apply a prior to reduce an infinite model to a finite model since it is 

already finite. However, in order to derive the posterior parameter estimates, the posterior methods, 

the slice sampler by Kalli et al. (2011) and Gibbs sampler are still applied. 

3.3.1.1. Joint 

Following Jensen and Maheu (2018), in this studies procedure in uncovering the risk-return 

relationship, the first step is to model a joint distribution of excess returns and realized variance. This 

resulted in a number of bivariate density functions, which are the consequent possible densities of the 

joint model of the two variables, as shown in Equation 7: 

 𝑝(𝑟𝑡, log(𝑅𝑉𝑡) |𝐼𝑡−1, Ω, Θ) = ∑ 𝑤𝑗 ∗ 𝑓 (𝑟𝑡, log( 𝑅𝑉𝑡)|𝜃𝑗 , 𝐼𝑡−1)

∞

j=1

 (7) 

where the probability of excess returns and log realized variance is conditional on the information set, 

the mixture weights Ω = 𝑤𝑗  where ∑ 𝑤𝑗 = 1∞
𝑗=1   and mixture parameters Θ = 𝜃𝑗   where 𝑗 = 1, … , ∞ 

which refers to the number of clusters of mixture parameters. This is equivalent to the sum of all the 

weights and functions of excess returns and log realized variance, given the parameters and 

information set. 

The next step involves deriving a parametric version of the risk-return relationship by reducing the 

notation of Equation 7 to only the necessary components and having Equation 7 rewritten as Equation 8: 

 𝑓(𝑟𝑡, log(𝑅𝑉𝑡)|𝜃𝑗 , 𝐼𝑡−1) ≡ 𝑓(𝑟𝑡| 𝑙𝑜𝑔(𝑅𝑉𝑡), 𝜃𝑗 , 𝐼𝑡−1) ∗ 𝑓(log(𝑅𝑉t)|𝜃𝑗 , 𝐼𝑡−1)  (8) 

where the latter is simply the product of the conditional distribution (term 1) and marginal distribution 

(term 2) by the law of total probability. Since excess returns and log realized variance theoretically tends 

to a normal distribution, Equation 8 allows for the representation of Equation 9 and 10, respectively. 

Equation 9 and 10 follows a functional form of normality, like conventional parametric methods, 

such as basic regression analysis and the GARCH approach (Jin, 2017). However, the mixing of the 

finite number of cluster parameters allows for a wider array of joint densities, including higher moment 

asymmetric densities, in a finite sample space (Jensen and Maheu, 2018). Therefore, the parametric 

Bayesian model is more robust in accounting for asymmetry than the conventional aforementioned 

parametric models (Karabatsos, 2017; Jensen and Maheu, 2018). 

 𝑓 (𝑟𝑡| log(𝑅𝑉𝑡) , 𝜃𝑗 , 𝐼𝑡−1) = 𝑓𝑁(𝑟𝑡|𝛼0 + 𝛼1𝑅𝑉𝑡, 𝜂1
2𝑅𝑉𝑡) (9) 

From Equation 9 by Jensen and Maheu (2018), the conditional mean function of excess returns 

given log realized variance, the parameter and information set, is equivalent to the normal conditional 

mean function of excess returns. The latter is conditional on the coefficient 𝛼1 on 𝑅𝑉𝑡 which represents 

the persistence of risk on realized variance and this term captures volatility feedback. The 𝜂1
2 on 𝑅𝑉𝑡 

indicates the systematic error on realized variance. This term refers to the error surrounding the 

stochastic measure of realized variance which is unavoidable regardless of the number of times the 

model is run (Beyhaghi et al., 2018). 
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𝑓(log(𝑅𝑉𝑡) |𝜃𝑗 , 𝐼𝑡−1) = 𝑓𝑁(log(𝑅𝑉𝑡) |𝛾0 + 𝛾1 log(𝑅𝑉𝑡−1) + 

+ 𝛾2 log(𝑅𝑉𝑡−1) + 𝛾3

𝑟𝑡−1

√𝑅𝑉𝑡−1

+ 𝛾4 |
𝑟𝑡−1

√𝑅𝑉𝑡−1

| , 𝜂2
2 ) 

(10) 

From Equation 10 by Jensen and Maheu (2018), the conditional mean function of log realized 

variance, given the parameters and information set, is equivalent to the normal conditional mean 

function of log realized variance. The latter is conditional on the coefficients 𝛾1, 𝛾2, 𝛾3 and 𝛾4 which 

refers to the persistence of the variables. The first two terms cater for volatility feedback but the last 

two terms cater for the leverage effect. Although the latter two variables are taken into account, it is 

not within the scope of this study; thus, it is ignored. 

Equation 11 and 12 are of main interest for the parametric Bayesian model. Conditioning is 

dropped for convenience, following Jensen and Maheu (2018). The addition of the innovation terms 

𝜀𝑡 and 𝜐t shown in both Equation 11 and 12 is to aid understanding. Further simplifications made by 

the author for computational ease are discussed. 

 𝑟𝑡 = 𝛼0 + 𝛼1𝑅𝑉𝑡 + 𝜀𝑡  (11) 

 

log(𝑅𝑉𝑡) =  𝛾0 +  𝛾1 log(𝑅𝑉𝑡−1) +  𝛾2

1

2488
∑ log(𝑅𝑉𝑡+1−𝑖)

2488

𝑖=1

 

+ 𝛾3

𝑟𝑡−1

√𝑅𝑉𝑡−1

+  γ4 |
𝑟𝑡−1

√𝑅𝑉𝑡−1

| + 𝜐𝑡 

(12) 

In Equation 11, the realized variance measure is not introduced into the innovation term. This is 

because the error variance in the model accounts for all unexplained variance that arise from sources 

such as uncertainty and measurement errors (Chakraborty and Lozano, 2019). This includes the 

systematic error on the realized variance measure which refers to the error surrounding the stochastic 

nature of the risk measure (Beyhaghi et al., 2018). Hence, both the innovation terms 𝜀t  and 𝜐t  of 

Equation 11 and 12 capture the possible deviations between the observed and expected values. It is 

accounted for and reflected through the 𝜎1
2 and 𝜎2

2 of both models (Karabatsos, 2017). 

In the original Equation 10 by Jensen and Maheu (2018), the coefficient 𝛾2 is supposed to cater 

for volatility feedback over a six-month period. However, it is not shown in this study because the 

entire sample period is taken into account instead, as shown by Equation 12. This is in order to 

essentially determine the presence and persistence of volatility over time, in the South African market, 

to provide an overall state and condition of the market. 

3.3.1.2. Posterior 

Following Jensen and Maheu (2018), the posterior procedure consists of a number of steps. 

Initially, random samples are drawn from a joint distribution by means of a slice sampling technique. 

The slice sampler is applied to Equation 7, except an additional random variable represented by 𝑢𝑡 is 

introduced, as shown in Equation 13: 

 𝑝(𝑟𝑡, log (𝑅𝑉𝑡), 𝑢𝑡|Ω, Θ, 𝐼𝑡−1) = ∑ 1 (𝑢𝑡 < 𝑤𝑗) ∗ 𝑓(𝑟𝑡, log(𝑅𝑉𝑡)| (𝜃𝑗 , 𝐼𝑡−1))

∞

𝑗=1

 (13) 
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where the aim of variable 𝑢𝑡 is to ensure that only positive weights are retained and all weights of zero 

are “sliced away”. 

Thereafter, the following iteration method is applied which refers to the repetitive resampling 

process of a collection of steps. Firstly, a Gibbs sampling technique is applied, which is often used when 

the joint distribution is unknown and it is simpler to draw samples from the known conditional 

distribution. In this case, the conditional distribution contained the cluster mixture parameters and 

weights. Secondly, since the priors are strong, this allowed for the formation of a conjugate conditional 

posterior, meaning, a conditional posterior that shared similar model properties to the prior. Thirdly, 

consequently, each of the random variables tends to form a homogenous distribution provided the given 

weights and parametric space. Finally, if the cluster count is amended, there may be further prior draws. 

This procedure would continue; however, the Gibbs sampling process is subject to a burn-in 

period of which samples from the earlier stages that are no longer accurately representative of the 

required distribution are discarded. The original base distribution is then updated to the posterior 

distribution. Hence, so are the coefficients and parameter estimates of Equation 11 and 12, from which 

the conclusive results are drawn with respect to volatility feedback and the risk-return relationship. 

3.3.2. Nonparametric bayesian model 

According to Jensen and Maheu (2018), the nonparametric Bayesian model follows the derivation 

of the joint model in 3.3.1.1, with one exception. The nonparametric model simply takes on a second 

subscript j which represents the cluster mixture parameters in an infinite sample space. It is this 

component j, the cluster mixture of parameters, which allows for the infinite asymmetric properties in 

the model. Hence, a greater number of possibilities, as in asymmetric densities, of the risk-return 

relationship in an infinite sample space. Without component j, the model is consequently limited and 

does not take into account the higher moment asymmetric properties such as skewness, kurtosis and 

multiple modes as effectively (Demirer et al., 2019; Jensen and Maheu, 2018). While the derivation 

and interpretation of the variables are identical to the parametric Bayesian model, they are recapped in 

this study for convenience. 

3.3.2.1. Joint 

Following Jensen and Maheu (2018), in this studies procedure in uncovering the risk-return 

relationship, the first step is to model a joint distribution of excess returns and realized variance. This 

resulted in a number of bivariate density functions which are the consequent possible densities of the 

joint model of the two variables shown in Equation 14: 

 𝑝(𝑟𝑡, log(𝑅𝑉𝑡) |𝐼𝑡−1, Ω, Θ) = ∑ 𝑤𝑗 ∗ 𝑓 (𝑟𝑡, log( 𝑅𝑉𝑡)|𝜃𝑗 , 𝐼𝑡−1)

∞

j=1

 (14) 

where the probability of excess returns and log realized variance is conditional on the information set, 

the mixture weights Ω =  𝑤𝑗 where ∑ 𝑤𝑗 = 1∞
𝑗=1  and mixture parameters Θ =  𝜃𝑗  where 𝑗 = 1, … , ∞ 

which refers to the number of clusters of mixture parameters. This is equivalent to the sum of all the 

weights and functions of excess returns and log realized variance, given the parameters and 

information set. 
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The next step involved deriving a nonparametric version of the risk-return relationship by 

reducing the notation of Equation 14 to only the necessary components and rewriting Equation 14 as 

Equation 15: 

 𝑓(𝑟𝑡, log(𝑅𝑉𝑡)|𝜃𝑗 , 𝐼𝑡−1) ≡  𝑓(𝑟𝑡| 𝑙𝑜𝑔(𝑅𝑉𝑡), 𝜃𝑗 , 𝐼𝑡−1) ∗ 𝑓(log(𝑅𝑉t)|𝜃𝑗 , 𝐼𝑡−1) (15) 

where the latter is simply the product of the conditional distribution (term 1) and marginal distribution 

(term 2) by the law of total probability. Since excess returns and log realized variance theoretically tends 

to a normal distribution, Equation 15 allows for the representation of Equation 16 and 17, respectively. 

Equation 16 and 17 follows a functional form of normality like conventional methods such as 

regression analysis and the GARCH approach. However, the mixing of the infinite number of cluster 

parameters allows for a wide array of joint distributions, including asymmetric densities, in an infinite 

sample space (Karabatsos, 2017). The nonparametric approach allows for moving away from linearity 

and effectively includes densities with higher moment properties such as skewness, kurtosis and 

multiple modes (Jensen and Maheu, 2018). Equations 16 and 17 are the main equations of interest for 

the nonparametric Bayesian model. 

 𝑓(𝑟𝑡| log(𝑅𝑉𝑡) , 𝜃𝑗 , 𝐼𝑡−1) = 𝑓𝑁(𝑟𝑡|𝛼0,𝑗 + 𝛼1,𝑗𝑅𝑉𝑡, 𝜂1,𝑗
2 𝑅𝑉𝑡) (16) 

From Equation 16 by Jensen and Maheu (2018), the conditional mean function of excess returns 

given log realized variance, the parameter and information set, is equivalent to the normal conditional 

mean function of excess returns. The latter is conditional on the coefficient 𝛼1,𝑗  on 𝑅𝑉𝑡  which 

represented the persistence of risk on realized variance and this term captured volatility feedback. The 

𝜂1
2,𝑗  on 𝑅𝑉𝑡  indicates the systematic error on realized variance. This term referred to the error 

surrounding the stochastic measure of realized variance which is unavoidable regardless of the number 

of times the model is run (Beyhaghi et al., 2018). 

 

𝑓(log(𝑅𝑉𝑡) |𝜃𝑗 , 𝐼𝑡−1) = 𝑓𝑁(log(𝑅𝑉𝑡) |𝛾0,𝑗 + 𝛾1,𝑗 log(𝑅𝑉𝑡−1) + 

𝛾2,𝑗 log(𝑅𝑉𝑡−1) + 𝛾3,𝑗

𝑟𝑡−1

√𝑅𝑉𝑡−1

+  𝛾4,𝑗 |
𝑟𝑡−1

√𝑅𝑉𝑡−1

| , 𝜂2,𝑗
2 ) 

(17) 

From Equation 17 by Jensen and Maheu (2018), the conditional mean function of log realized 

variance, given the parameters and information set, is equivalent to the normal conditional mean 

function of log realized variance. The latter is conditional on the coefficients 𝛾1,𝑗, 𝛾2,𝑗, 𝛾3,𝑗 and 𝛾4,𝑗 

which refers to the persistence of the variables. The first two terms cater for volatility feedback but the 

last two terms cater for the leverage effect. Although the latter two variables are taken into account, it 

is not within the scope of this study; thus, it is ignored. Further, with respect to model implementation, 

conditioning is dropped for convenience for the equations of interest, Equations 16 and 17, and realized 

variance is not introduced into the error term by the author for computational ease. 

The nonparametric Bayesian approach is also known as an infinite-mixture model by Karabatsos 

(2017), and it followed that every possible risk-return relationship that can hold is taken into account, 

allowing for an infinite number of possibilities. However, from an infinite number of possibilities arose 

a certain level of uncertainty attached to the variables due to their stochastic nature. This may induce 

model sensitivity and lead to problems such as overfitting, which can affect model fit and results. 

Therefore, following Jensen and Maheu (2018), the Bayesian Dirichlet Process (DP) is applied to 

reduce the uncertainty associated with an infinite model, by effectively reducing it to a finite means 

and ultimately improving the predictive ability of the model. 
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3.3.2.2. Prior 

The Bayesian DP by Ferguson (1973), is defined as a probability estimation made up of a number 

of densities for a given sample space. In the context of nonparametric Bayesian problems, there are 

two conditions required to be met in order to ensure strong priors as it affects the form of the posterior. 

One, the prior is large, provided an infinite sample space to allow for conjugacy, that is, to allow for 

the sharing of model properties. Two, the shape of the prior is adequate. The Bayesian DP prior model 

addresses both conditions. 

Conjugacy is a property of the DP for the prior as well as one of the steps in the Gibbs sampling 

technique for the posterior, by Jensen and Maheu (2018). This property is highlighted as one of 

significance because conjugacy refers to the sharing of model properties which affects the density form 

of the posterior. To clarify, if a prior had a density with asymmetric higher moment properties, then by 

conjugacy, the posterior is subject to those asymmetric higher moment properties when updating its 

parameters. Without the property of conjugacy, this can affect the model’s convergence which 

describes the model’s tendency towards a statistically sound result. 

The DP can be derived by a number of ways; however, the stick-breaking process is foremost for 

practical application. The stick-breaking process by Sethuram (1994), involves the mixture weights 

being randomly drawn (from the joint distribution, in this case) by the successive breaking of intervals 

for a point of positive mass. Figure 1 shows a graphical representation of the stick-breaking process. 

 

Figure 1. Stick-breaking process. 

Source: Ghahramani (2009). 

From Figure 1, each weight is represented as π for every jth cluster mixture and the μ represents 

the corresponding mean values of the joint densities. This is given by Equation 18: 

 𝜋𝑗 = 𝑤𝑗 ∏(1 − 𝑤𝑗), 𝑤𝑗~𝐼𝐼𝐷 𝐵𝑒𝑡𝑎(1, 𝑘)

𝑗−1

𝑖=1

 (18) 

where the stick-breaking weights 𝜋𝑗 is equal to the weights, represented as 𝑤𝑗 for every jth cluster 

mixture, where 𝑤𝑗 is independent and identically distributed for a beta distribution with a mean of one 

and variance of 𝑘. 

The mean of one refers to the sum of cluster weights in order to represent the probability base 

distribution. The precision parameter, also known as the concentration parameter, given as k 

determines the extent of clustering and variance, in relation to the base distribution (Karabatsos, 2017). 

Explained by Jensen and Maheu (2018), as the concentration parameter increases, the spread of the 

positive cluster weights increases and there is no parameter mixing which leads to a continuous prior 

base distribution. If the concentration parameter decreases to zero, the spread decreases and the cluster 
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weights concentrate at a single point. Therefore, a positive concentration parameter accompanied by a 

sufficient sample is desirable. 

3.3.2.3. Posterior 

The posterior procedure consists of a number of steps. Initially, random samples are drawn from 

a joint distribution by means of a slice sampling technique, by Kalli et al. (2011). The slice sampler is 

applied to Equation 14, except an additional random variable represented by 𝑢𝑡 is introduced, as shown 

in Equation 19, by Jensen and Maheu (2018): 

 𝑝(𝑟𝑡, log (𝑅𝑉𝑡), 𝑢𝑡|Ω, Θ, 𝐼𝑡−1) = ∑ 1(𝑢𝑡 < 𝑤𝑗) ∗ 𝑓(𝑟𝑡, log(𝑅𝑉𝑡)| 𝜃𝑗 , 𝐼𝑡−1)

∞

𝑗=1

 (19) 

where the aim of variable 𝑢𝑡 is to ensure that only positive weights are retained and all weights of zero 

are “sliced away.” 

Thereafter, the following iteration method is applied which refers to the repetitive resampling 

process of a collection of steps. Firstly, a Gibbs sampling technique is applied, which is often used 

when the joint distribution is unknown and it is simpler to draw samples from the known conditional 

distribution. In this case, the conditional distribution contains the cluster mixture parameters and 

weights. Secondly, since the priors are strong, this allows for the formation of a conjugate conditional 

posterior, meaning, a conditional posterior that shares similar model properties to the prior. Thirdly, 

consequently, each of the random variables tends to form a homogenous distribution provided the 

given weights and nonparametric space. Finally, if the cluster count is amended, there may be further 

prior draws. 

This procedure would continue; however, the Gibbs sampling process is subject to a burn-in 

period of which samples from the earlier stages that are no longer accurately representative of the 

required distribution are discarded. The prior base distribution is then updated to the posterior 

distribution. In this case, so are the coefficients and parameter estimates of Equation 16 and 17, 

from which conclusive results can be drawn with respect to the risk-return relationship and 

volatility feedback. 

3.4. Notes for the bayesian approach 

3.4.1. Bayesian approach 

The parametric and nonparametric Bayesian model follows the methodology by Jensen and 

Maheu (2018), in terms of the choice of the prior and posteriors implemented in this study. The 

Dirichlet prior process by Ferguson (1973), is derived by the stick-breaking process by Sethuram 

(1994). The posterior Markov Chain Monte Carlo (MCMC) methods are based on the slice sampler by 

Kalli et al. (2011) and Gibbs sampling technique. 

3.4.2. Software 

The test results of both the parametric and nonparametric Bayesian models are estimated by a 

specialized MATLAB software, ‘Bayesian Regression: Nonparametric and Parametric Models’ 
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designed by George Karabatsos. This menu-driven software is used mainly due to its computational 

ease and efficiency (Karabatsos, 2017). 

3.4.3. Density estimation 

According to the study by Jensen and Maheu (2018), the results of the nonparametric Bayesian 

approach were presented by graphical plots of density estimation over a 90% credible interval. A 

density estimation refers to a probability estimation of an unknown distribution based on the given 

data. Following Karabatsos (2017), a credible or density interval is a Bayesian interval that accounts 

for conditional prior information, in contrast to a regular confidence interval. This study performs 

density estimation by means of a probability density function (pdf) plot over a 95% credible interval. 

The densities are plotted against the mean to essentially give the average form of the distribution. 

Graphically, the peak of the density represents the mean value since it is a measure of central 

tendency. The magnitude and form of the density estimation are what is important and is further 

supported by the posterior parameter estimates. These posterior parameter estimates are determined 

over a 75% and 95% credible interval in the form of numerical analysis (Karabatsos, 2017). 

3.4.4. Interpretation of results 

For the parametric and nonparametric Bayesian model, the posterior point estimates of the 

parameters are analyzed over a 75% and 95% credible interval. Additionally, their robustness is 

determined by the Monte Carlo (MC) mixing value. For a 75% credible interval by Karabatsos (2017), 

if zero is excluded, then the parameter estimate is statistically significant. If zero is included, then the 

parameter estimate is statistically insignificant. For a 95% credible interval by Jensen and Maheu 

(2018), if the point estimate is found within the interval, it is concluded as statistically significant. The 

negative or positive signs indicate the direction in which the variable moves. If the point estimate does 

not lie within the interval, it is concluded as statistically insignificant. The MC mixing value by 

Karabatsos (2017), refers to how well all the parameters mix where the value is found between an 

interval of zero and one. A small value of 0.1 or 0.01 confirms adequate mixing, whereas an 

approximate value of 0.5 indicates optimal mixing. If the MC mixing value is inadequate, this indicates 

that the number of iterations is to be increased. Finally, for the analysis of volatility feedback and the 

risk-return relationship, the posterior parameter estimates are represented by �̂�  for the parametric 

Bayesian model and �̂� for the nonparametric Bayesian model. 

4. Bayesian test results and discussion 

4.1. Model specifications 

Although not within the scope of this study, the model specifications are as follows. For the 

parametric Bayesian model, the prior variance of the slope parameters is specified as 1000 and the 

prior inverse gamma distribution of the error variance is specified as 0.001 2⁄ . For the nonparametric 

Bayesian model, the prior inverse gamma distribution of the error variance is specified as 5 2⁄ . For the 

DP, the intercept variance of the base distribution is specified as five. The prior gamma distribution, 

shape and rate, of the concentration parameter are both specified as one. Following Jensen and Maheu 
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(2018), the posterior parameter estimates are determined by 20,000 MCMC sampling iterations, a 

burn-in period of 5000 and a thin number of 5. In this case, the latter thin number means that every 

fifth sampling iterate of the total 20,000 MCMC sampling iterations is collected to determine the 

posterior parameter estimates (Karabatsos, 2017). 

4.2. Data exploration 

Following standard literature, the ALSI index level data is differenced to log form before data 

exploration. This step is to ensure stationarity and avoid a spurious regression (Brooks, 2014). The 

data then undergoes common preliminary tests such as normality and heteroscedasticity, where the 

ALSI returns are found to have a volatile and asymmetric nature, in line with Adu et al. (2015). 

Data exhibiting such characteristics can effectively be accounted for by a parametric Bayesian 

model and more so, by a nonparametric Bayesian model, in line with the recommendations by 

Karabatsos (2017) and Jensen and Maheu (2018). Table 1 shows the basic descriptive statistics of 

the risk and return variables. 

Table 1. Basic descriptive statistics of excess returns and realized variance. 

Variables Mean Variance Kurtosis Skewness Minimum Maximum 

𝑟𝑡 0.0001 0.0001 1.277 −0.167 −0.037 0.042 

𝑟𝑡
2 0.118 0.004 −1.131 −0.043 0.000 0.227 

𝑅𝑉𝑡 0.981 0.000 3.185 −1.567 0.946 0.988 

log (𝑅𝑉𝑡) −0.019 0.000 3.323 −1.593 −0.056 −0.012 

𝑟𝑡 √𝑅𝑉𝑡⁄  0.000 0.000 1.350 −0.168 −0.038 0.043 

From Table 1, the summation of returns squared 𝑟𝑡
2 is realized variance by definition (Jensen and 

Maheu, 2018). The 𝑅𝑉𝑡 is a bias-adjusted measure of realized variance where the realized variance 

𝑅𝑉𝑡
𝑞
 is equivalent to 𝑅𝑉𝑡 since q is set to one, by Hansen and Lunde (2006). From the variance column, 

the realized variance by definition 𝑟𝑡
2 contains more risk than the bias-adjusted realized variance 𝑅𝑉𝑡. 

The sum of squared returns 𝑟𝑡
2 has negative excess kurtosis which indicates a thin tailed distribution. 

This finding is in contrast to the characteristics of an emerging market, which is subject to higher levels 

of volatility and is heavy-tailed, as noted by Adu et al. (2015). 

The bias-adjusted realized variance 𝑅𝑉𝑡  is heavy-tailed, as indicated by the positive excess 

kurtosis, implying that it contains more risk. However, it has a lower variance, in comparison to the 

realized variance by definition. This means that the bias-adjusted realized variance 𝑅𝑉𝑡 is less risky 

because it has the ability to account for microstructure noise. The bias-adjustment accounts for the 

micro price movements in the market due to changes in supply and demand as well as stale prices 

which refers to when prices do not update to recent information (Hansen and Lunde, 2006). Thus, the 

bias-adjusted realized variance 𝑅𝑉𝑡 provides a more robust estimate of risk, in line with Jensen and 

Maheu (2018). 

On the other hand, returns 𝑟𝑡  has a positive excess kurtosis which indicates a heavy-tailed 

distribution. This finding is in line with the return characteristics of an emerging market, by Adu et al. 

(2015). With respect to skewness, all the variables reflect a negative value, where for returns, this 

indicates losses for investors. This is because negative skewness is associated to a negative payoff, by 

Mandimika and Chinzara (2012). Thus, it can be concluded that returns have an asymmetric nature 
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since it follows an asymmetric distribution. Figure 2 shows a general relationship between excess 

returns and log realized variance by a basic scatter plot. 

 

Figure 2. Scatter plot of excess returns and log realized variance. 

From Figure 2, the data of excess returns and log realized variance shows a nonlinear and 

asymmetric pattern. This result is in line with the South African study by Steyn and Theart (2019). The 

ends, in particular, show a number of outliers, in line with Jensen and Maheu (2018). Thus, in 

conclusion from Figure 1, the asymmetric properties and outliers shown by the data can be effectively 

accounted for by an asymmetric model, in line with Karabatsos (2017), Jensen and Maheu (2018) and 

Mandimika and Chinzara (2012). 

4.3. Preliminary test 

Following Jensen and Maheu (2018), the summary statistics serve as a preliminary test to provide 

an overview of the parametric Bayesian model. Table 2 shows the results of the parameter estimates 

of the summary statistics. 

Table 2. Posterior parameter estimates of the summary statistics. 

Parameter Estimates 75% Credible Interval Mean 95% Credible Interval MC Mixing Value 

�̂�0 (−0.118, −0.077) −0.098 (−0.156, −0.037) 0.499 

�̂�1 (0.078, 0.121) 0.100 (0.038, 0.159) 0.499 

�̂�1
2 (0.000, 0.000) 0.000 (0.000, 0.000) 0.492 

𝛾0 (−0.019, −0.018) −0.019 (−0.019, −0.018) 0.518 

𝛾1 (−0.000, 0.000) 0.000 (−0.000, 0.000) 0.512 

𝛾2 (−0.096, 0.186) 0.047 (−0.370, 0.460) 0.523 

𝛾3 (0.062, 0.080) 0.070 (0.044, 0.098) 0.490 

𝛾4 (−0.126, −0.099) −0.113 (−0.152, −0.073) 0.499 

�̂�2
2 (0.000, 0.000) 0.000 (0.000, 0.000) 0.500 

From Table 2, the coefficient �̂�1 on 𝑅𝑉𝑡 is the persistence of risk on realized variance and this 

term captures volatility feedback (Jensen and Maheu, 2018). The value is positive and statistically 

significant, confirming the presence of volatility feedback in the South African market, by both the 75 

and 95% credible intervals. On the other hand, for the 95% credible interval, 𝛾1 has a mean value of 
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zero which suggests an absence of volatility feedback. Further, 𝛾2  which in this case accounts for 

volatility feedback over the entire sample period is positive, has a high mean value and is statistically 

significant. However, for the 75% credible interval, both 𝛾1  and 𝛾2  are statistically insignificant, 

indicating no volatility feedback. Overall, these results indicate a weak presence of volatility feedback 

in the South African market. 

According to the 75 and 95% credible intervals, the leverage effect is present, as indicated by the 

significance of 𝛾3 and 𝛾4. The presence of the leverage effect in the South African market is in line 

with Mandimika and Chinzara (2012) and Jin (2017), but in contrast to Adu et al. (2015). However, 

the mean values of 0.070 and -0.113 are weak, in comparison to volatility feedback which has a mean 

value of 0.100 as shown by �̂�1. The weak presence of the leverage effect in the South African market 

is in line with Mangani (2008). It can be concluded that volatility is weakly persistent, resulting in 

volatility feedback being absent in the South African market. This result is in contrast to the 

international study by Jin (2017), who found the presence of volatility feedback in the South African 

market. As a result, this motivated further testing of the volatility feedback mechanism. 

The values of �̂�1
2 and �̂�2

2 are both zero which indicates that there is no error variance and all the 

MC mixing values are an approximate value of 0.5, indicating optimal mixing of the parameters. Hence, 

this confirmed the robustness of the posterior parameter estimates, in line with Karabatsos (2017). 

4.4. Volatility feedback 

Following Jensen and Maheu (2018), in order to truly capture the volatility feedback 

mechanism, log realized variance is determined in relation to three levels of volatility which are low, 

average and high volatility. Since this study analyzed daily data, the three periods are daily low, 

average and high volatility. The three periods are defined as 10 May 2010, 24 February 2011 and 16 

March 2012, which were calculated as the minimum, average and maximum log realized variance 

values, respectively. Drawn from theory, log realized is expected to get stronger over time in relation 

to the three levels of volatility (Harris et al. 2019). Table 3 shows the results of the parametric 

Bayesian model for volatility feedback. 

Table 3. Posterior parameter estimates for volatility feedback. 

Parameter 

Estimates 

75% Credible 

Interval 

Mean 95% Credible 

Interval 

MC Mixing Value 

�̂�0 (−0.028, −0.012) −0.020 (−0.044, 0.004) 0.484 

�̂�𝑙𝑜𝑤 (−0.137, 0.127) −0.005 (−0.412, 0.381) 0.489 

�̂�𝑎𝑣𝑔 (−0.144, 0.142) 0.001 (−0.394, 0.410) 0.497 

�̂�ℎ𝑖𝑔ℎ (−0.140, 0.140) −0.004 (−0.409, 0.387) 0.502 

�̂�2 (0.000, 0.000) 0.000 (0.000, 0.000) 0.506 

From Table 3, for a low level of volatility, the mean value is negative and statistically significant. 

The mean value then increased and reflected a positive value for an average level of volatility. However, 

although the mean value is significant for a high level of volatility, it decreased from an average level 

of volatility, indicating a dissipation of volatility. This finding is in direct contrast to the expected 

magnitude of volatility feedback, where it is characterized by tendencies to get stronger over time, by 

Harris et al. (2019) and Jensen and Maheu (2018). Further, for the 75% credible interval, all the mean 
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values are found to be statistically insignificant. Thus, from the overall results of the parametric 

Bayesian model, it can be concluded that volatility feedback is absent in the South African market. 

For the nonparametric Bayesian model, volatility feedback is analyzed by graphical analysis and 

numerical analysis. In the context of this study, for the probability density functions (pdfs), the plots 

display the spread and probability of occurrence of the log realized variance in relation to the specified 

level of volatility. Graphically, the peak of the density represents the mean value since it is a measure 

of central tendency. 

Figures 3, 4 and 5 are density estimations of log realized variance for low, average and high levels 

of log realized variance, respectively. All three figures showed a distinct form for each plot. Figure 3 

shows the density estimation for a period of low volatility. 

Figure 3. Density estimation of log (RV) in relation to a low level of log (RV). 

From Figure 3, the spread is relatively high and the peak of the pdf is the highest in comparison 

to the plots for average and high levels of volatility. Specifically, the peak of the pdf is approximately 

900. Meaning, the probability of occurrence of log realized variance is exceptionally high within the 

market condition of low volatility. Thus, the South African market is subject to relatively low volatility 

conditions. This finding is in contrast to the high levels of volatility characterized by an emerging 

market, by Adu et al. (2015). 

This finding is further in contrast to the studies that found persistent levels of volatility in the 

South African market by Mangani (2008), Mandimika and Chinzara (2012) and Jin (2017). As a result, 

suggesting the presence of a stronger form of volatility—volatility feedback. The period of low 

volatility is representative of unusually stable conditions that does not necessarily facilitate an investor 

to achieve a higher return from taking on a higher level of risk. However, the result of low volatility is 

in line with the recent South African study by Steyn and Theart (2019). Figure 4 showed the density 

estimation for a period of average volatility. 

In direct contrast to Figure 3, Figure 4 reflects a density estimation that has a very constricted 

spread. The form of Figure 4 strongly shows a horizontal and uniform shape along the y-axis. This 

relatively flat form suggests that volatility in relation to an average level of volatility is linear. The 

positive uniform and linear shape can be interpreted as a reflection of the traditional risk-return 

relationship, where an investor only takes on a high level of risk if compensated by a high level of 
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return. This finding is in contrast to recent South African studies that document a negative relationship 

(Bekiros et al., 2017; Jin, 2017; Steyn and Theart, 2019) of which one would consequently expect a 

nonlinear shape. On that note, if the earlier South African studies were taken into account, which found 

an insignificant relationship (Mangani, 2008; Mandimika and Chinzara, 2012; Adu et al., 2015), one 

would expect no particular shape or form for the density estimation. 

 

Figure 4. Density estimation of log (RV) in relation to an average level of log (RV). 

The probability estimation for the average level of volatility 13, is drastically low in comparison 

to a low level of volatility 900 in Figure 3. The result for the average level of volatility is unexpected 

as one would expect a higher probability estimation within this period. This is because it resembles the 

conditions of a typical market that promotes investment activity. That is, where investors are being 

compensated for their investment ventures. Hence, the low probability estimation is in contrast to the 

expectation of recent studies by Kim and Kim (2018) and Harris et al. (2019). All of which found that 

investors were being compensated in their respective markets. Figure 5 shows the density estimation 

for a period of high volatility. 

Figure 5. Density estimation of log (RV) in relation to a high level of log (RV). 
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Figure 5 is the most unique density estimation as it reflects the asymmetric property of multiple 

modes of which a nonparametric Bayesian model can effectively capture, according to Jensen and 

Maheu (2018) and Karabatsos (2017). The spread is constricted in two areas which can be as a result 

of the high level of volatility; thus, causing a distinct dispersion in the spread of the data. The 

probability estimation for log realized variance in relation to the highest level of volatility has the 

lowest value 11. Meaning, the probability of log realized variance in relation to a high level of volatility 

has the lowest chance of occurring in the South African market. 

Specifically, its value is approximately about eighty times smaller than the pdf of the low specified 

level of volatility of 900 from Figure 3. This means that the probability of occurrence of log realized 

variance within a period of high volatility is very small, smaller than that for the low volatility period. 

Thus, log realized variance is strongly dissipating with respect to an increase in the level of volatility 

over time. This finding is in contrast to the high levels of volatility characterized by an emerging 

market and the South African studies which found persistent levels of volatility. More importantly, this 

finding contrasts to the expected result of volatility feedback which is characterized by tendencies to 

get stronger over time and take longer to die out, by Harris et al. (2019) and Jensen and Maheu (2018). 

Table 4 shows the results of the nonparametric Bayesian model for volatility feedback. 

Table 4. Posterior parameter estimates for volatility feedback. 

Parameter 

Estimates 

75% Credible Interval Mean 95% Credible Interval MC Mixing Value 

�̂�𝑙𝑜𝑤 (−0.093, 0.066) −0.311 (−24.503, 26.842) 0.496 

�̂�𝑎𝑣𝑔 (−0.144, 0.127) 0.406 (−28.389, 37.115) 0.499 

�̂�ℎ𝑖𝑔ℎ (−0.091, 0.064) 4.480 (−35.850, 28.768) 0.487 

From Table 4, the mean values of the density estimations, increased from a low to average to a 

high level of volatility. This finding is in line with the volatility feedback definition, by Harris et al. 

(2019), and expected result by Jensen and Maheu (2018). However, the density estimation of log 

realized variance in relation to the three levels of volatility are all insignificant for the 75% credible 

interval but significant for the 95% credible interval. 

Overall, from the results of the preliminary test, parametric Bayesian model and nonparametric 

Bayesian model, it is concluded that volatility feedback is absent in the South African market. This 

finding is in contrast to a number of studies such as Jin (2017), Kim and Kim (2018), Jensen and 

Maheu (2018) and Harris et al. (2019). Since all the MC mixing values are an approximate value of 

0.5, this indicates optimal mixing of the parameters. Hence, this confirmed the robustness of the 

posterior parameter estimates, in line with Karabatsos (2017). 

One would expect volatility feedback to be strongly prevalent in emerging markets since such 

markets are characterized by high levels of volatility. In contrast, the study by Sultan (2018), found a 

weak presence of volatility feedback in the emerging Finnish market. This study follows the sample 

period of Sultan (2018), which did not account for the 2008 financial crisis. As a result, this choice 

could be the main reason for the absence of volatility feedback in the South African market, as the high 

levels of volatility would have subdued after the 2008 financial crisis. In this context, the result of 

absent volatility feedback is theoretically and empirically expected since this study analyzed the post 

2008 financial crisis period. Additionally, the risk-return relationship of South Africa is unaffected by 

the 2008 financial crisis in the study by Jin (2017), in support of its exclusion in this study. Thus, it 
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can be concluded that the volatility feedback mechanism has a negligible effect in the investigation of 

the risk-return relationship in the South African market. 

In turn, this result did not significantly impact the rising or falling of market prices, by Mancino 

and Sanfelici (2020). Since volatility feedback does not affect the dynamics of the South African 

financial market, it has a lesser impact with respect to an investor’s decision-making process and 

investment strategies. That is, in terms of identifying and capitalizing from arbitrage opportunities and 

mispricing’s in the South African stock market. 

4.5. Risk-return relationship 

Since there is no significant evidence of volatility feedback in the market, the risk-return 

relationship is analyzed free from empirical distortions that resulted from volatility feedback. If only 

the risk premium is captured, it should be positive and linear over time, as suggested by traditional 

theoretical expectations. Table 5 shows the results of the parametric Bayesian model for the risk-

return relationship. 

Table 5. Posterior parameter estimates for the risk-return relationship. 

Parameter 

Estimates 

75% Credible 

Interval 

Mean 95% Credible 

Interval 

MC Mixing  

Value 

�̂�0 (0.002, 0.002) 0.002 (0.001, 0.003) 0.494 

�̂�log (𝑟𝑣) (0.078, 0.117) 0.098 (0.040, 0.157) 0.498 

�̂�2 (0.000, 0.000) 0.000 (0.000, 0.000) 0.494 

From Table 5, for the 75% credible interval, the relationship between risk and return is significant. 

This result is supported by the 95% credible interval which indicated a positive and significant risk-

return relationship. Since all the MC mixing values are an approximate value of 0.5, this indicates 

optimal mixing of the parameters, hence, robust results by Karabatsos (2017). Figure 6 is a plot that 

shows the mean (M) and 95% quantiles of excess returns as a function of log realized variance. 

 

Figure 6. Relationship between risk and return. 
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From Figure 6, a positive and linear relationship between risk and return is shown over time, in 

line with expectations from conventional theory by Markowitz (1952), and international literature by 

Kim and Kim (2018) and Harris et al. (2019). However, this result is in contrast to the majority of 

purely South African studies who found a negative (Steyn and Theart, 2019) or no relationship at all 

(Mangani, 2008; Mandimika and Chinzara, 2012; Adu et al., 2015). The implications of a positive risk-

return relationship means that risk-taking investors can optimize their chance of earning a superior 

return in the South African market. 

From a methodological perspective, it is noteworthy that the positive and linear test result of the 

risk-return relationship is from a parametric Bayesian model. Meaning, a parametric model covering 

a finite sample space, that is limited to accounting for every possible higher moment asymmetric form 

of the risk-return relationship. Therefore, a nonparametric Bayesian model would be more effective in 

capturing the risk-return relationship, as suggested by Karabatsos (2017) and Jensen and Maheu (2018). 

From the nonparametric Bayesian model, the density of the risk-return relationship is plotted 

against the mean to essentially give the average form of the distribution. Figure 7 shows a plot of the 

density estimation for the risk-return relationship. 

 

Figure 7. Density estimation of return in relation to risk. 
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From Table 6, according to the 75 and 95% credible interval, the risk-return relationship is 

insignificant in the South African market. Since all the MC mixing values are an approximate value of 

0.5, this indicates optimal mixing of the parameters, hence, robust results. Thus, the final result is that 

there is no relationship between risk and return in the South African market, in support of the pdf plot 

in Figure 7. 

Drawn from Umutlu (2019), often when a model has estimated a theoretically expected result, 

this suggests a robust modelling approach. This study showed such a case when a positive risk-return 

relationship was found by the parametric Bayesian model. However, a model designed to capture 

nonlinear and asymmetric properties is more likely to effectively capture these properties and estimate 

a nonlinear risk-return relationship, as suggested by Jin (2017), Karabatsos (2017) and Jensen and 

Maheu (2018) and Demirer et al. (2019). Specifically, a nonparametric approach that relaxes modelling 

assumptions, such as normality is considered more robust. 

Since the nonparametric Bayesian approach is more robust than the parametric Bayesian approach, 

this study concluded that there is no risk-return relationship. Therefore, an investor does not earn a 

higher compensation in the form of return when taking on any level of risk in the South African market. 

This finding is in line with the early South African studies by Mangani (2008), Mandimika and 

Chinzara (2012) and Adu et al. (2015). Investors can include South Africa in their investment portfolio 

with higher risk countries in order to spread their risk and derive diversification benefits. In addition, 

risk averse investors can find a safe environment within the South African market and earn a return in 

accordance to their risk tolerance. 

5. Conclusions 

The aim of this study was to investigate the risk-return relationship, provided that volatility 

feedback was taken into account. It was found that recent studies that took into account volatility 

feedback found a positive risk-return relationship, in line with theoretical expectations, whereas South 

African literature found either a negative or no risk-return relationship. This was possibly due to the 

failure to account for volatility feedback or the model choice. Therefore, this study was the first to 

apply the novel and robust Bayesian approach in the South African market, to investigate the risk-

return relationship and volatility feedback topic. This study modelled the Bayesian approach in a 

parametric and nonparametric framework for comparative purposes. 

Both the parametric and nonparametric Bayesian model found that volatility feedback was absent 

in the South African market. This was contrary to expectations, especially since emerging markets are 

subject to high levels of volatility. The risk-return relationship was then analyzed free from empirical 

distortions that resulted from volatility feedback. From the parametric Bayesian model, the risk-return 

relationship was found to be positive and linear. This finding was in line with theoretical expectations 

and the international studies by Kim and Kim (2018) and Harris et al. (2019). 

In contrast, the nonparametric Bayesian model revealed no relationship between risk and return. 

Given that the nonparametric Bayesian model is more robust, this study concluded that there is no 

risk-return relationship. The absence of volatility feedback and no risk-return relationship in the 

South African market was still a source of useful information. Although investors and arbitrageurs 

cannot capitalize on mispricing’s, they can still be guided in terms of their investment strategies and 

decisions. An investor can include South Africa in their investment portfolio with higher risk 

countries in order to spread their risk and derive diversification benefits. In addition, risk  averse 
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investors can find a safe environment within the market of South Africa and earn a return in 

accordance to their risk tolerance. 

This study has two recommendations for future research purposes. The use of high frequency data 

has become popular given the rise in high frequency trading. Thus, daily data provides a more precise 

estimate of variables (Jin, 2017). Further, the presence of volatility feedback is more pronounced when 

using daily data, according to Sultan (2018). Consequently, this may increase the magnitude of the 

volatility feedback mechanism and improve the estimation of the risk-return relationship, once it is 

taken into account. Therefore, the first recommendation is to use higher frequency data such as tick 

data, in line with Jensen and Maheu (2018), provided data availability and accessibility. 

In this study, the absence of volatility feedback indicated the conditions of an economic recovery, 

which made sense, because the sample period analyzed was the post financial crisis period. Therefore, 

the second recommendation of this study is to analyze a sample period before, including and excluding 

the 2007/ 2008 financial crisis, because it can provide useful information to researchers and investors 

alike. First, to investigate if the result of volatility feedback lines up with theory drawn from Mancino 

and Sanfelici (2020), as it did in this study. Second, the different levels of volatility in each period are 

likely to affect risk estimation; thus, the empirical result of the risk-return relationship. Third, information 

on the magnitude volatility feedback alone or in relation to the risk-return relationship can assist an 

investor in strategizing their investment to improve their probability of realizing a superior return. 

Data 

The secondary price dataset used in this study can be obtained from the IRESS database. 
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