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Abstract: A denial-of-service (DoS) attack aims to exhaust the resources of the victim by sending
attack packets and ultimately stop the legitimate packets by various techniques. The paper discusses the
consequences of distributed denial-of-service (DDoS) attacks in various application areas of Internet
of Things (IoT). In this paper, we have analyzed the performance of machine learning(ML)-based
classifiers including bagging and boosting techniques for the binary classification of attack traffic. For
the analysis, we have used the benchmark CICDDo0S2019 dataset which deals with DDoS attacks
based on User Datagram Protocol (UDP) and Transmission Control Protocol (TCP) in order to study
new kinds of attacks. Since these protocols are widely used for communication in IoT networks, this
data has been used for studying DDoS attacks in the IoT domain. Since the data is highly unbalanced,
class balancing is done using an ensemble sampling approach comprising random under-sampler and
ADAptive SYNthetic (ADASYN) oversampling technique. Feature selection is achieved using two
methods, i.e., (a) Pearson correlation coefficient and (b) Extra Tree classifier. Further, performance
is evaluated for ML classifiers viz. Random Forest (RF), Naive Bayes (NB), support vector machine
(SVM), AdaBoost, eXtreme Gradient Boosting (XGBoost) and Gradient Boosting (GB) algorithms. It
is found that RF has given the best performance with the least training and prediction time. Further, it
is found that feature selection using extra trees classifier is more efficient as compared to the Pearson
correlation coefficient method in terms of total time required in training and prediction for most
classifiers. It is found that RF has given best performance with least time along with feature selection
using Pearson correlation coefficient in attack detection.

Keywords: DDoS attacks; random forest, gradient boosting; Pearson correlation coefficient; extra
trees classifier; 10T; [oT security

Abbreviations: DoS: Denial of Service Attacks; IoT: Internet of Things; DDoS: Distributed Denial
of Service Attacks; UDP: User Datagram Protocol; TCP: Transmission Control Protocol; ADASYN:
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ADAptive SYNthetic Sampling; ML: Machine Learning; XGBoost: eXtreme Gradient Boosting; NB:
Naive Bayes; GB: Gradient Boosting; [IoT: Industrial Internet of Things; RF: Random Forest; SVM:
Support Vector Machine; LOF: Local outlier factor; GODIT: Graph-based Outlier Detection in Internet
of Things; RRCF: Robust Random Cut Forests; LSTM: Long-Short term Memory.

1. Introduction

IoT is expanding and flourishing over an extensive range of applications. DDoS attacks are a
nimbly growing threat to IoT and its applications. With progressive adoption of IoT devices by people
and organizations, these attacks can have far-reaching impact on human lives. Not only can these
devices indirectly and unknowingly bombard small IoT-based systems, but they can also assault
massive systems, too. Mirai malware used the IoT-based devices to create a botnet which was used to
launch a huge attack on Dyn, a DNS service provider company, in October 2016. This attack
ultimately killed the Internet service for a day. The volume of these attacks has aggravated over the
years [22].

A DoS attack aims to stop or compromise the victim’s performance through various measures like
vulnerability attacks or flooding attacks. DDoS is an attempt to perform this attack on a victim
collectively to ensure anonymity of attacker and increase the impact of the attack. This enhances the
difficulty in identification of the source of DDoS attack. With the increase in number of IoT devices
and presence of botnets on the Internet, launching attacks has become easier for the attackers.
Therefore, the volume and frequency of these attacks have increased in the recent past years. The
repercussions of these attacks are studied in various applications viz. healthcare [13, 17, 21, 27],
smart homes [10], IIoT [8], agriculture [7], environment [7], logistics [28]. All these areas are close to
the users, and resilience towards these attacks in these areas is essential.

Anomaly detection has been used to detect these attacks. ML algorithms enable the system to solve
the problem by learning from the past data. ML-based classifiers promise the detection of new attacks
also. Classification techniques can be used to differentiate between benign traffic and attack traffic
based on the traffic features. We have also used this tendency to detect DDoS attacks from the dataset.
In this paper, we applied different ML-based classification techniques in the detection of DDoS attacks
and analyzed their performance. This study is specifically done to analyze these classifiers for the
IoT environment. We have used a dataset comprising of TCP and UDP-based DDoS attacks for the
performance analysis. These protocols are network/transport layer protocols used in IoT networks.

The rest of the paper is organized in the following manner. Section 2 discusses the related works
while Section 3 describes the dataset. Section 4 discusses the methods used in our study while Section
5 discusses the experimental analysis done for the study. Section 6 discusses the results obtained while
Section 7 concludes the paper.

2. Literature survey

Different ML algorithms have been used to detect DDoS attacks. Mostly researchers study the
features of the genuine network traffic and perform anomaly detection on the incoming traffic. Doshi
et. al. discussed DDoS attacks and differentiated the normal traffic and attack traffic in IoT network on
the basis of many stateful and stateless features [6]. They analyzed the performance of 5 different ML
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algorithms, namely, k-nearest neighbor, SVM, decision tree using Gini impurity scores, random forests
using Gini impurity score, neural networks. Performances of different ML algorithms in detecting
the DDoS attacks in IoT environments have been analyzed in multiple research articles, as has been
depicted in Tables 1 and 2.

Moreover, Meidan et al. have used autoencoders to detect anomalies in network traffic [19]. The
deep autoencoder, being trained on the benign traffic, is unable to recreate the attack traffic. They
analyzed the network traffic of nine IoT devices and created one autoencoder for each device. They
also trained other three algorithms, namely, isolation forest, one class SVM and LOF, with the same
traffic and found that the deep autoencoder performs better than all other algorithms, with 100% true
positive rate, low false positive rate and low detection time. Summerville et al. proposed an
ultra-lightweight deep packet anomaly detection approach which models the payloads using n-grams
bit patterns and performs feature selection based on these bit patterns [26]. However, deep packet
inspection can be more expensive for a resource-constrained device than flow-based features [6].
Doshi et al. proposed a pipelined anomaly detection mechanism in a smart home environment [6].
Their framework is protocol-agnostic and is deployed on the routers that connect IoT network to the
Internet. They performed feature selection based on network flow statistics and used binary
classification in order to perform anomaly detection.

Authors in [23] proposed a novel GODIT approach. In their approach, they took source IP and
destination IP of the IoT traffic from smart home and represented it as the graph stream. Then, they
created n-shingles from the graphs. Then this graph information was converted to a sketch vector, and
then anomaly detection is done using the RRCF algorithm. They have created a testbed of 28 IoT
devices and then evaluated their algorithm in two scenarios, viz. static and real-time streaming. In
the static setting, DDoS attack was carried out by five 10T devices for one day. In this setting, they
used classification algorithms like DT, RF, SVM and GB for anomaly detection. They compared their
results with that of Doshi et al. [6] and found that their approach gives better F-1 score. Particularly,
decision tree and SVM outperformed RF and GB considering the F-1 score. In the real-time streaming
setting, one week of data was used, and anomaly detection was done using RRCF algorithm. Here, they
compared GODIT with SpotLight and STREAMSPOT. GODIT outperforms both the approaches. The
limitation is that GODIT needs periodic training. GODIT was compared with a proposed approach of
Doshi et al. [6]. They reported a better F-1 score as compared to Doshi’s approach when using decision
tree and SVM for the anomaly detection. Uprety et al. [29] have reviewed all the works in 0T security
that use reinforcement learning.

Alimi et al. [1] proposed a refined LSTM-based IDS for DoS attack in IoT. They performed
encoding, dimensionality reduction and normalization on the datasets as preprocessing. The datasets
used to test the performance of their proposed approach are CICIDS-2017 and NSL-KDD datasets.
Their proposed approach has shown 99.23% precision, 99.22% recall, 99.22% accuracy and 99.22%
fl-score for the CICIDS-2017 dataset. However, it has achieved 98.6% precision, 98.6% recall,
98.6% accuracy and 98.6% f1-score for the NSL-KDD dataset. Mishra et al. [20] have performed
analysis of ML classifiers in the detection and categorization of these attacks in the CICDDoS 2019
dataset. Feature selection is done using a tree-based approach and SelectKBest technique. In this
analysis, the DT gives the best accuracy of 99.86%. Alieyan et al. [2] have proposed DNS-DB, a
rule-based approach for botnet detection that utilizes abnormalities in DNS queries and responses.
Feature selection was done using (a) information gain ratio, (b) PCA, (c) intersection of features
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acquired by both. The detection of abnormality was done based on entropy values of individual
domain and its average value. DNS-DB achieves an accuracy of 99.35% and false positive rate of
0.25%. Their approach outperformed a well-known detection approach called PsyBoG as it gave
91.25% accuracy and 0.3% FPR. Authors in [4] achieved near real-time detection by performing
analysis every second. Their approach performs attack detection and mitigation of the identified
attack. In the detection phase, they have employed both rule-based detection and anomaly-based
detection. The rule-based detection is done using entropy of features source IP address, source port
address, destination IP address and destination port address. 1D-CNN is used for achieving anomaly
detection. Performance of CNN was compared with MLP, deep MLP and Logistic Regression. CNN
approach gave the best fl1-score of 92.8%. Moreover, mitigation was achieved using two modules.
The first module defines the appropriate countermeasure policy utilizing the zero-sum games of game
theory. The second module executes the suggested mitigation policy.

Authors in [24] proposed a clustering-based undersampling method for unbalanced datasets. It
employs the k-means clustering and Mahalanobis distance to create clusters. Cluster weight is used to
create clusters to maintain the data distribution in the clusters and dataset space. Further, the
classification is achieved by C4.5 decision tree acting as a base classifier for the outcomes of boosting
and bagging algorithms. The proposed ensemble techniques based on bagging and boosting gave a
better AUC score as compared to SVM and KNN algorithms as shown using 44 benchmark datasets.
Authors in [3] gave a Bayesian game theory-based detection approach that lets the service provider
employ a Bayesian differentiated pricing strategy and auction method to build an incentive-based
system. The legitimate users and service provider accumulate the probabilities of the maliciousness of
the users. Further, a reputation score is updated to prioritize the legitimate users over malicious ones.
Their approach achieves the Bayesian Nash equilibrium points.

3. Dataset

A benchmark dataset, CICDDo0S2019, which was contributed by Sharafaldin et al. [25] from the
Canadian Institute of Cybersecurity and University of Brunswick, has been utilized. Thirteen different
reflection-based attacks and exploitation-based attacks leveraging UDP and TCP protocols are
contained in this dataset. The dataset was recorded on two days, and two separate datasets were
recorded, viz. training day data and testing day data. The contributor extracted 80 features from the
collected data using CICFlowMeter and used Random Forest Regressor for the feature selection. We
have analyzed these two datasets separately. In the training day data, the three attack files, namely,
TFTP, SSNP and DNS are huge, and therefore their records are partially included for the analysis.
Only 5%, 25% and 25% of TFTP, SNMP and DNS attacks were randomly selected for the analysis of
training day dataset.

4. Methodology

4.1. Preprocessing

This dataset was further preprocessed to remove the missing values and convert the string data
values into decimal form. The data contains a high proportion of attack traffic flows as compared to
the normal traffic flows. Since the classes present in the dataset are highly imbalanced, i.e., the data for
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attack traffic is high in proportion as compared to the non-attack traffic, the data is resampled using a
combination of undersampling and oversampling techniques since the ratio of imbalance is huge. The
samples in majority class are many, and oversampling results in even more samples. Since the data in
the minority class are very few, most of the data is lost in undersampling. Therefore, the combination
of random undersampler and ADASYN algorithm was used to resample the dataset. Although, another
oversampling technique, SMOTE, combines the existing data points through lines and predicts more
synthetic data points on those imaginary lines. ADASYN generates the data points that are not linearly
correlated also. In the ADASYN algorithm, the number of samples to be generated is calculated
through Eq (4.1). Then, the neighbors of the minority class data points are observed to calculate the
value of r;. r; is the ratio of number of neighbors belonging to majority class out of all the neighbors
of a minority class sample and is calculated using Eq (4.2).

G = (m;—my) *f8 4.1)

where m; is number of samples in majority class, and m; is number of samples in minority class. S is
the level of balance desired between the classes.

ri=0lk, 1=1,2,3,..,m 4.2)

Here, k is the number of nearest neighbors of a minority class sample based on the Euclidean distance,
and 2, is the number of neighbors among the k nearest neighbors that belong to majority class. Now,
these values are normalized to transform them into a density distribution using Eq (4.3).

Fo=rif ) () (4.3)
i=1

Further, the number of synthetic observations to be generated is determined for all the data points in
the minority class using Eq (4.4).
gi=rxG 4.4)

Therefore, the number of synthetic observations generated for the border points or noise points is
greater than the observations generated for other points. The random undersampler is supplied a
sampling strategy of 0.125, and ADASYN is supplied the sampling strategy = ‘minority’ and
n_neighbors = 5 for both datasets.

4.2. Feature selection

Some features of the dataset can be redundant for the problem and can increase the computation
time of a model. Therefore, feature selection supplies a compact set of relevant features and helps in
reducing the time complexity of the algorithms. Feature selection is done on the basis of two methods:

e Pearson Correlation coefficient method: Pearson Correlation coefficient is the measure of
magnitude and direction of correlation among two variables. Features having high correlation
between them are considered redundant for the analysis and are removed from the dataset.

e Extra Tree Classifier: Extra Trees Classifier is an ensemble learning technique which combines
the outcome of various de-correlated decision trees. The original training sample is used to
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construct every decision tree in extra tree classifier. A sample of k features, selected from the
feature-set, is provided at each test node in every tree. Out of k features, the best feature is
provided for classification using mathematical criteria, like Gini index. The classifier sorts the
features in descending order of their importance values and hence derives the most important
features.

4.3. Classification techniques

We have used ML classification techniques for the detection, namely, Logistic regression, NB,
SVM, RF, GB, AdaBoost and XGBoost. NB classifier uses the Bayes theorem assuming that the
attributes are conditionally independent. Bernoulli NB is used to classify data that has multivariate
Bernoulli distribution. SVM is a memory efficient ML classifier which is efficient for large feature
sets. Logistic Regression is used to classify the categorical dependent variable. In logistic regression,
an S-shaped logistic function (sigmoid function) is used for the classification of 0 and 1. The result of
a sigmoid function is in the range of 0 and 1. Then, a threshold is used to classify these values among
0 and 1. All the values above this threshold are mapped to 1, and all the remaining values are mapped
to 0. We have used the solver ‘saga’ in logistic regression since the dataset is huge.

Table 3. Performance of ML classifiers on testing day data when feature selection is done
using Pearson correlation coefficient [20].

Classifiers Training Time Complexity Prediction Time Complexity
Naive Bayes O(sf) o)

Random Forest O(s f1) O(ft)

Logistic Regression O(sf) O(f)

AdaBoost O(sf) O(ft)

Gradient Boosting O(sft) O(ft)

XGBoost O(sft) O(sft)

SVM O(s2f + %) O(ng.f)

Boosting is an ensemble learning technique that creates an additive model using weak learners. It
is based on the concept that weak learners can become better by improvement. AdaBoost classifier
creates a strong classifier by sequentially combining a number of weak models. The wrongly predicted
data of one model is supplied to the next model and so on. Finally, voting is performed among the
outcomes of different models to get the final classification of the model. GB classifier is also a boosting
technique that trains on the error created by last training. Here, the weights are not changed, but the
models are trained using the residual errors of the last training. XGBoost, Extreme Gradient Boosting,
optimizes the training part in the GB classifier. Bagging is an ensemble technique that supplies random
subsets of the dataset to the models and then performs the final classification by voting. RF is a bagging
technique which comprises various decision trees on different subsets of the dataset and yields their
mean to improve the accuracy of the prediction. Boosting and bagging techniques avoid overfitting of
data. The time complexities of training and prediction for these algorithms are given in Table 3. Here,
f is the number of features, s is the number of samples in the dataset, t is the number of trees, and ny,
is the number of support vectors.
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Considering the above-mentioned methods to get the relevant objectives, we have analyzed six
algorithms, viz. RF, NB, AdaBoost, XGBoost, SVM, GB and logistic regression. The performance of
these algorithms was computed, and the evaluation metrics were generated through Google Colab with
Python. The details of the experiment and acquired results are discussed in the next section.

5. Experimental setup

ML based analysis on a huge dataset cannot be done without huge resources. We have used Google
Colab Pro+ for this research, which provides 52 GB of RAM and 166 GB of disc space.

Feature Selection Pearson correlation coefficient was utilized for the feature selection, where the
features having correlations of 0.85 and above were removed from the dataset. This method yielded
31 features and 34 features for the training day data and testing day dataset, respectively. Table 4
depicts the features given by this method for training day data and testing day data. When extra tree
classifier is utilized, 20 most important features are selected according to their feature-importance
values. These importance values are calculated based on the Gini impurity of the features. Figure 1a,b

shows the selected features along with their importance values when extra tree classifier is used in
cases of training day data and testing day data, respectively.

Fwd Packets/s - Source Port -
Idle Mean -j— Fwd Packet Length Mean -fmm—
Destination Port - Packet Length Mean -
Avg Fwd Segment Size - Bwd Packet Length Mean -
Source Port -j— Flow Duration -jss
Bwd IAT Max -j— Bwd Packet Length Max -
Average Packet Size -j— Avg Fwd Segment Size -f——
Fwd IAT Tota|-jm— ACK Flag Count -—
Idle Min -p— URG Flag Count -
Destination P -—— Down/Up Ratio -{m—
Idle Max -p— Fwd Packet Length Min -j—
Fwd Packet Length Mean -— Average Packet Size -—
Fwd IAT Max -e— Min Packet Length ——
Init_Win_bytes_forward -j— Fwd Packets/s -j—
Bwd |AT Total-j— Source |P | —
Flow Duration -j— Fwd Header Length -——
Fwd Packet Length Min J— Fwd Header Length.1
Min Packet Length J—— Destination Port
Protocol min_seg_size_forward
URG Flag Count - - - - - - - - Destination IP
0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 0.200

000 002 004 006 008 010 012 014 016
(a) 20 best features in training day data along with their (b) 20 best features in testing day data with importances
importances

Figure 1. Results of feature selection through Extra Trees Classifier in training day data and
testing day dataset.

Further, the parameters used for the different techniques are discussed in Table 5. In order to analyze

the performance of different parameters, we have calculated the precision, recall, accuracy and f1-score
using Eqgs (5.1)—(5.4).

. . Ip
precision = ———— * 100 (5.1
tp+ fp
t
recall = # + 100 (5.2)
Ip+in
= 100 5.3
accuracy it fpt fntm * (5.3)
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t
P 100 (5.4)

flscore =
tp+fp

Table 4. Features selected using Pearson correlation coefficient in training day dataset and
testing day dataset.

Classifiers Features

Training day data  Source IP, Source Port, Destination IP, Destination Port, Protocol, Flow Duration, Total Fwd Packets,
Total Backward Packets, Total Length of Bwd Packets, Fwd Packet Length Max, Fwd Packet Length
Std, Bwd Packet Length Max, Bwd Packet Length Min, Bwd Packet Length Mean, Flow IAT Min,
Bwd IAT Min, Fwd PSH Flags, Fwd Header Length, Bwd Header Length, Fwd Packets/s, Bwd
Packets/s, Max Packet Length, SYN Flag Count, ACK Flag Count, CWE Flag Count, Down/Up
Ratio, Init_Win_bytes_forward, min_seg_size_forward, Active Mean, Active Std, SimillarHTTP

Testing day data  Source IP, Source Port, Destination IP, Destination Port, Protocol, Flow Duration, Total Fwd Packets,
Total Backward Packets, Total Length of Fwd Packets, Total Length of Bwd Packets, Fwd Packet
Length Max, Fwd Packet Length Std, Bwd Packet Length Max, Bwd Packet Length Min, Bwd
Packet Length Mean, Flow IAT Mean, Flow IAT Min, Bwd IAT Mean, Bwd IAT Min, Fwd PSH
Flags, Bwd Header Length, Fwd Packets/s, Bwd Packets/s, SYN Flag Count, ACK Flag Count, URG
Flag Count, CWE Flag Count, Down/Up Ratio, Init_-Win_bytes_forward, Init-Win_bytes_backward,
Active Mean, Active Std, Idle Std, SimillarHTTP

Table 5. Parameters used in different models in the analysis.

Models Parameters

RandomUnderSampler sampling_strategy =‘0.125’, random_state = 1, n_neighbors = 5, n_jobs=None

ADASYN sampling_strategy =‘minority’, random_state = 1

Random Forest n_estimators = 25, criterion = ‘gini’, max_depth = None, min_samples_split = 2, min_samples_leaf
= 1, max_leaf_nodes = None, min_impurity_decrease = 0.0, random_state = 42

Logistic Regression  penalty = ‘12°, C=1.0, fit_intercept = True, intercept_scaling = 1, class_weight = None, solver =
‘saga’, max_iter = 100

SVM kernel = ‘rbf’, C = 1, degree = 3, gamma = ‘scale’, coef0 = 0.0

Gradient Boosting n_estimators = 20, learning_rate = 0.5, max_depth = 2, random_state = 0

Table 6. Performance of ML classifiers on training day data when feature selection is done
using Pearson correlation coefficient.

Classifiers Training Time Prediction Time Total Time taken Precision Recall ~ Accuracy F1-score
Naive Bayes 0.252s 0.114s 0.366 s 0.9756  0.9893 0.9823  0.9824
Random Forest 6.315s 6.523 s 12.838 s 1 0.9999 0.9999  0.9999
Logistic Regression 19.977 s 0.018 s 19.995 s 0.8342  0.9925 0.8976  0.9065
AdaBoost 25.3524 s 1.1057 s 26.4581 s 1 1 1 1
Gradient Boosting 15.725 s 15.81s 31.535s 1 0.9999 0.9999  0.9999
XGBoost 34.728 s 0.2084 s 34.9364 s 0.9999 1 0.9999  0.9999
SVM 2729.1s 654.354 s 3383.454 s 0.9374  0.9909 0.9624  0.9635
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When the Pearson correlation coefficient was used for the feature selection, Table 6 shows the
performance of different ML classifiers used for the analysis. Table 7 depicts the performance analysis
of these classifiers when Extra Trees classifier is used for the classification. Similarly, Tables 8 and 9
show the performance of these classifiers when correlation coefficient and extra trees classifiers were
used for feature selection in testing day dataset, respectively. However, the performance of classifiers
for attack detection is similar with both methods of feature selection.

Table 7. Performance of ML classifiers on training day data when feature selection is done

using Extra Trees Classifier.

Prediction Time

Total Time taken

Precision Recall

Accuracy Fl-score

Classifiers Training Time
Naive Bayes 10.159 s
Random Forest 18.255s
Logistic Regression | 16.065 s
AdaBoost 123.6873 s
Gradient Boosting 114531 s
XGBoost 128.8030 s
SVM 11188.997 s

10.066 s
18.471s
10.015 s
10.8928 s
114.601 s
10.2805 s
1325.694 s

10.225s
116.726's
116.08 s
124.5801 s
129.132s
129.0835 s

11514.691 s

0.9280
1

0.8963
0.9999
0.9998
0.9997
0.9728

0.9845
0.9998
0.9952
1

0.9997
0.9998
0.9909

0.9541
0.9999
0.94

0.9999
0.9997
0.9998
0.9816

0.9554
0.9999
0.9432
0.9999
0.9997
0.9998
0.9818

Table 8. Performance of ML classifiers on testing day data when feature selection is done
using Pearson correlation coefficient.

Prediction Time

Total Time taken

Precision Recall

Accuracy Fl-score

Classifiers Training Time
Naive Bayes 0.425s
Random Forest 13.175 s
Logistic Regression  45.667 s
AdaBoost 64.454 s
Gradient Boosting 35.555s
XGBoost 74.457 s
SVM 3919.818 s

0.187 s
13.579 s
0.033 s
2.180s
35.734 s
0.3965 s
185.188 s

0.612s
26.754 s
45.7 s
66.634 s
71.289 s
74.8535 s
4105.006 s

0.9620
1
0.9478
1
1
1
0.9894

0.9003
0.9999
0.9999
1
1
1
0.9996

0.9324
0.9999
0.9724
1
1
1
0.9944

0.9301
0.9999
0.9732
1
1
1
0.9944

Table 9. Performance analysis of ML classifiers on testing day data when feature selection
is done using Extra Trees Classifier.

Prediction Time

Total Time taken

Precision Recall

Accuracy Fl-score

Classifiers Training Time
Naive Bayes 10.273 s
Random Forest T14.147 s
Logistic Regression |32.654 s
AdaBoost 155.3852
Gradient Boosting 130.647 s
XGBoost 156.143 s
SVM 11013.899 s

10.134 s
114.523s
10.021 s
11.7406
130.766 s
10.4137 s
1367.462 s

10.407 s
128.670 s
132.675 s
157.1258 s
161.413 s
156.5567 s

11381.361 s

0.9753
1
0.9472
1
1
1
0.9792

0.9997
1
0.9998
1
0.9999
1
0.9995

0.9872
1
0.9720
1
0.9999
1
0.9892

0.9873
1
0.9728
1
0.9999
1
0.9893

In Tables 7 and 9, the increase and decrease in time taken is shown using T and | symbols,
respectively. Tables 6-9 show that there is a decrease in time taken by most classifiers when the
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feature selection is done using extra tree classifier as compared to Pearson correlation coefficient.
This is because the number of features selected by the Extra trees classifier is less than that by
Pearson correlation coefficient method.

Figure 2b,d and Figure 3b,d show that the only RF algorithm takes comparatively less time with
Pearson correlation coeflicient. It is evident from Table 6 that the RF algorithm along with Pearson
correlation coefficient gives best performance with least time in training data. Similarly, the same
combination performs best for testing data, as shown in Table 8.
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Figure 2. Performance evaluation of ML-based classifiers in the detection of DDoS attacks

in training day data.

6. Results and discussion

It is evident from the above analysis that RF has given the best performance with the Pearson
correlation coefficient method. Figures 2 and 3 show the results of experiments for training day
dataset and testing day dataset, respectively. Figure 2a shows the performance evaluation metrics
achieved by the classifiers when correlation coefficient is used for the feature selection. The time
taken by the classifiers in this experiment is shown in Figure 2b. Figure 2c shows the performance
evaluation metrics achieved by the classifiers when feature selection was done using Extra tree
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classifier. Figure 2d depicts the time taken by the classifiers in the same experiment. When the same
parameters were employed for testing data, the performance and time taken are recorded in Figure
3a,b. Further, the feature selection was done using Extra Tree classifier in testing data. When the
Extra tree classifier was used for feature selection in the testing day dataset, Figure 3c,d shows the
achieved evaluation metrics and time taken by the classifiers. Figure 2a,c shows that RF and boosting
techniques yielded high performance metrics for both cases in training data. Figure 3a,c shows similar
performances by these classifiers in case of testing data. Figures 2b,d show that boosting techniques
take more time in classification as compared to RF. Figure 2a shows that RF has performed best along
with Pearson correlation coefficient, with 100% precision, 99.99% recall, 99.99% accuracy, 99.99%
fl-score in case of training day data. The total computation time taken by RF in this case is 12.838
seconds. Figure 3a shows that RF along with Pearson correlation coefficient has yielded 100%
precision, 99.99% recall, 99.99% accuracy, 99.99% f1-score in testing data. The total time consumed
is 26.754 seconds, as shown in Figure 3b. From Figures 2a,c and 3a,c, it is also seen that GB has
performed best with the least amount of time among the boosting techniques. Hence, it is found that
RF along with Pearson correlation coefficient for feature selection has performed best in both datasets
with the least amount of time.
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Figure 3. Performance evaluation of ML-based classifiers in the detection of DDoS attacks
in testing day data.
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7. Conclusion and future scope

With the advent of botnets and availability of their code online, IoT devices have become
vulnerable to DDoS attacks. ML-based approaches can play a vital role in the detection of these
attacks. In this paper, we have studied the ML-based detection of DDoS attacks in IoT environment.
We have analyzed the detection of TCP and UDP-based DDoS attacks using ML-based classification
techniques. The classes in the dataset were first balanced using RandomUnderSampler and ADASYN
techniques. The feature selection was done using Pearson correlation coefficient and Extra Trees
Classifier. The classifiers used are GB, RF, NB, logistic regression, AdaBoost and XGBoost. We have
observed that boosting techniques like GB, AdaBoost and XGBoost classifiers along with a bagging
technique, i.e., RF classifier, has performed better than the traditional NB, Logistic Regression and
SVM. Boosting techniques yielded good performance in the detection but had high training time.
Among these techniques, RF has yielded the best performance in the least amount of computation
time. Therefore, we conclude that the combination of feature selection using Pearson correlation
coefficient and classification using RF algorithm has performed the best with the least amount of time.
In future work, we aim to design a deep learning model for the detection of these attacks in an IDS.
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