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ABSTRACT. We show how to obtain general nonlinear aggregation-diffusion
models, including Keller-Segel type models with nonlinear diffusions, as relax-
ations from nonlocal compressible Euler-type hydrodynamic systems via the
relative entropy method. We discuss the assumptions on the confinement and
interaction potentials depending on the relative energy of the free energy func-
tional allowing for this relaxation limit to hold. We deal with weak solutions for
the nonlocal compressible Euler-type systems and strong solutions for the lim-
iting aggregation-diffusion equations. Finally, we show the existence of weak
solutions to the nonlocal compressible Euler-type systems satisfying the needed
properties for completeness sake.

1. Introduction. In this work, we consider the following compressible Euler-type
systems of equations of the form

Orp + div, (pu) = 0,

1 o0& 1 1.1
O(pu) + divg(pu@u) = —gpvzﬁ — —pu (1)

in the time-spatial domain (0,7) x €, where p(t) : Q@ — Ry for ¢ > 0 is the
density obeying the equation of conservation of mass, u(t) : © — R for t > 0
is the velocity of fluid and the product pu denotes the momentum flux. Here the
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functional £(p) : L1 (R?) — R is the free energy functional defined on mass densities
by

C
E(p) = / h(p)da +/ d(z)pdz + —’“/ (K * p)pda, (1.2)
R4 R4 2 Jga
with h(p) describing the entropy part or internal energy of the system, and 556(/)’) )
stands for its variational derivative, given by
o0&
(S(pp):h’(p)—HI)—FCk(K*p). (1.3)

Here, C} is a positive constant measuring the strength of the interaction, K(z) :
R? — R is the interaction potential depicting the nonlocal forces which usually man-
ifest as repulsion or attraction between particles, which is assumed to be symmetric,
and ®(z) : Q@ — R is a confinement potential. We refer to [10, 11, 38] for a general
introduction to these free energies, to [5] for their applications in Keller-Segel type
models, and more general models in Density Functional Theory as discussed in [25].
Finally, the term —%pu on the left-hand-side of (1.1) is responsible for a damping
force with frictional coefficient % in order to look at the so-called overdamped limit.

In this work, we consider Q C R? to be any smooth, connected, open set. The
no-flux boundary condition for u (i.e. u-v = 0, v denotes an outer normal vector
to 0Q)) or periodic boundary condition are assumed if Q is a bounded domain or
Q = T9 is periodic domain. We also extend p by zero when € is bounded in order
that we are able to define properly K x p on R%. The main objective of this work is
to deduce the following equilibrium equation

8ep = divy (pvzdi(pﬁ)> (1.4)

by taking the overdamped limit ¢ — 0 in system (1.1) under the framework of
relative entropy method. This method is an efficient mathematical tool for estab-
lishing the limiting processes and stabilities among thermomechanical theories, see
[6, 7, 16, 17, 19, 24, 31, 32] for instance. With the various choices of the functional
E(p), the corresponding models spanned from the system of isentropic gas dynamics
and variants of the Euler-Poisson system [29, 33, 35] leading to the porous medium
equation and nonlinear aggregation-diffusion equations in the overdamped limit, see
[15, 26, 27, 28, 30, 34] and references therein. More general forms of free energies
with higher order terms in derivatives have also been used in the literature leading
to the equations of quantum hydrodynamics [1, 2], the models for phase transitions
[4, 36], and the dispersive Euler-Korteweg equations [21].

In this work, we only consider the functional £(p) defined by (1.2) with variation
given by (1.3) where h(p) and a pressure function denoted by p(p) are linked by the
thermodynamic consistency relations

ph” (p) =p'(p), ph'(p) = p(p) + h(p). (1.5)
In this case, we observe that (1.1) reduces to

Orp + divy(pu) = 0,

1 C 1 1 (1.6)
:(pu) + div,(pu @ u) + gvxp(p) = —?k(VIK * p)p — spu— nggC(b

and (1.4) is equivalent to
Oep = Azp(p) + Crdiv, (VK * p)p) + div, (pV . D); (1.7)
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consequently, our goal concerning the relaxation limit from (1.1) to (1.4) is equiv-
alent to considering the relaxation limit from (1.6) to (1.7). In particular, for the
power-law pressure p(p) = p™, the internal energy h(p) takes the form
1 m 1
hp)={m—1" "7
plogp, m=1.

We will deal with slightly more general internal energy functions. For this reason,
we introduce the notation
kiplogp, m=1,
ko
hm(p) =4 m—1
ks

mpm +o(p™) asp— +oo, m>2

Py 1<m <2 (1.8)

for some positive constants ki, ko and k3. For m > 2, we assume that the function
o(p™) is chosen to satisfy that h,, € C[0,+00) N C?(0,+00), h,,(p) > 0 and for
some constant A > 0,

D" ()] < Ap/,ip) Vo >0, (1.9)

where p(p) is determined by h,,(p) via (1.5). For simplicity, we will drop the
dependence on m of h(p) in the sequel.

We can formally obtain that weak solutions (p, pu) of the system (1.6) satisfy
a standard weak form of total energy dissipation. Indeed, multiplying (1.6)s with
u, using the first relation in (1.5) and (1.6); and integrating the resulting equation
over €, provided no-flux boundary condition for u (i.e. u-v = 0) is valid when
Q c R is a bounded domain, one derives

d

1 1 Ch 1 1
— ~h —plu)®* + = (K —p® ) dx + - 2dr =0 (1.10
& [ (Bt g+ S e o po Yot L [ plupac =0 (110)

9

in the sense of distributions, where we have used the first relation in (1.5).
In order to obtain the free energy dissipation for (1.7) and further to compare
its strong solution with the weak solution of (1.6), we define

m = pu = —V;p(p) — Cx (VoK *p)p — pV, (1.11)
and rewrite (1.7) as
dp + divg(pa) =0,

Cr

1
—_ T 77_77_
— (VoK% p)p — -

1
(1.12)

1
0u(pw) + div., (51 © ) + = V.p(p) =

where € := 0y(pu) + div,(pu®@u). In a similar way as for (1.10), we obtain the free
energy dissipation for (p, pu) in the following form

d 1 1 Cy, 1 1
— | [ =h(p)+ zplaf* + —=(K xp)p+ —p® ) dz+ - | plal’d :/’-’d
dt/ﬂ(8 (p) + 510" + o= ( *p)p+€p> x+6/9p\U\ v= | u-eds,

(1.13)
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where we have also assumed that no-flux boundary condition for a (i.e. u-v = 0)
holds, when Q € R? is a bounded domain. Notice that

d (1
/ a-ede=— [ =plu’de
0 dt Jo 2
and so the relation in (1.13) is essentially the well-known dissipation property for
gradient flows of the form (1.4), see [10, 11, 38] for instance.

For notational simplicity, we define the relative quantity h(p|p) here by the
difference between h(p) and the linear part of the Taylor expansion around p as

h(olp) = h(p) — h(p) — W' (P)(p — p), and denote
o) = - / h(olp)de + / plu— Pz + S / (p— D)(K *(p— p))de, (1.14)

which potentially measures the distance between the two solutions (p,pu) and
(p, pu). Indeed, assuming that the exponent of the pressure function satisfies

Q]

m>2—g for d > 2, (1.15)

then the function O(t) provides a measure to the distance between (p,pu) and
(p, pu) in the relaxation limit as we will show below. The restrictions in (1.15) are
due to the use of Hardy-Littlewood-Sobolev-type (HLS) inequalities. HLS inequali-
ties are also essential for establishing the existence of global-in-time weak solutions
to Keller-Segel systems for general initial data, see [3, 5, 9, 12, 37] and references
therein.

Remark 1. We should always keep in mind that whenever we deal with the equality
case in (1.15), the mass of our system (1.7) should be suitably smaller than a
threshold value, called the critical mass, in order to deal without finite time blow-
up problems, otherwise we can assume that time is small enough and deal with
local in time solutions before the blow-up happens. For strict inequalities, we do
not have any restrictions on the mass.

We now recall the definition of weak solutions to (1.6) we deal with in this work.

Definition 1.1. (p,pu) with p € C([0,T); L*(2) N L™(Q)), p > 0 and plul? €
L*°(0,T; L*(Q2)) is a weak solution of (1.6) if

e (p, pu) satisfies the weak form of (1.6);

e (p, pu) satisfies (1.10) in the sense of distributions:

1 C 1 . 1
/ / )+ fp\u\Q + —k(K * p)p + qu))ﬂ(t) — ~plul?0(t)dzdt
? c c (1.16)

- /Q (h(p) + pIUI2 + Q(K *p)p + 1P‘I’)|t:09(0)dx

for any non-negative § € W°°[0, 00) compactly supported on [0, 00);
e (p, pu) satisfies the properties:

/ p(t,x)de =M < oo, for a.e. t >0,
Q

1 1 5  Ck 1
sup/(h + —plul® + — (K % +<I>>d:v<oo.
Sue ol e (p) + gplul+ - (K xp)p+ —p
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Notice that, for the periodic case i.e. Q = T?, we need to assume that the test
functions in the weak formulations in the above Definition 1.1 satisfy the periodic
boundary conditions.

Our main result is stated as follows.

Theorem 1.2. Let T > 0 and m > 1 be fixed. Let the confinement potential
®(x) be bounded from below in Q and p(p) be defined through (1.5) and (1.8) and
let the interaction potential be symmetric. Suppose that Cy is suitably small and
(p,pu) is a weak solution of (1.6) in the sense of Definition 1.1 with p > 0,
and (p, pu) is a smooth solution of (1.7) with p > 0, a € L>=(0,T; Wh*(Q)) N
L>(0,T; L3 (), and € bounded. Let Q be any smooth, connected, open subset
in R%. Assume one of the following conditions hold:
(i) 2 — % < m < 2 with d > 2 and the interaction potential K satisfies K €
LD (Q) N W (Q),
(i) @ =T? or Q is a bounded domain in R?, m >2— 2 withd >2, p€ I = [4,]
with § > 0 and 0 < oo and the interaction potential K satisfies K € LP(Q) N
Whee(Q) (1 <p< o0).
Then the following stability estimate

O(t) <C(O(0)+¢), tel0,T]

holds, where C' is a positive constant depending only on T, possibly I, p and its
derivatives. Moreover, if ©(0) — 0 as e — 0, then

lim sup O(t) =0.
€=04¢(0,17 ®)

Let us point out that the strictly positive assumptions on p and p are vitally
important for our computations in the sequel. Especially, when Q = T? or Q is a
bounded domain in Rd, we need to assume that 0 < § < p < 5 < oo for getting
the results on the more general range of m, we also need to assume the periodic
boundary condition or no-flux boundary condition for p in these cases. Moreover
we may need more regular assumptions on the interaction potential K and the
confinement potential ® in order to prove the existence of solutions to our systems.
We will point out, in Section 3, the specific restrictions on K and ¢ when we show
the existence of weak solutions to the system (1.6) on two or three dimensional
bounded domains. Otherwise, we just assume that K and ® are as regular as we
need.

The outline of this paper is as follows. In Section 2, we first review how to obtain
the relative entropy inequality for our system using the notion of weak solution
in Definition 1.1. We also show our main result in Theorem 1.2 by using the
assumptions on the interaction potential and relative entropy estimates. Here, we
follow the blueprint of [31] being the most novel aspects how to deal with the case
m = 1 and the interaction potential. Finally, the last section is to remind the reader
of the existence of weak solutions satisfying the needed properties for Theorem 1.2
under suitable assumptions on the confinement potential. This part relies heavily on
previous results in [8] being the most novel aspect how to deal with the confinement
potential term.

2. Relaxation limit: Relative entropy & convergence. In this part, we de-
vote ourselves to compare a weak solution (p, pu) of (1.6) with a smooth solution
(p, pu) of (1.12) by using a relative entropy method. To this end, we firstly propose
the following Proposition which can be seen as a first step towards our main result.
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Proposition 1. Let Q be any smooth, connected, open subset of R%. Let (p, pu)
be a weak solution of (1.6) as in Definition 1.1 and (p, pu) be a smooth solution of
(1.12). Then

T=t

[ (20010 + poa—aP + £ (o= o - ) [

:”// |ufu|2d:cd7'f//qu u-—1)® (u-—a)dedr

(2.1)
- / / —é-(u—u)dedr — f/ / p(p|p)Vy - wdxdr
QP 0 Jao
// (K +(p— 7)) Vs - ((p — p)a)dadr.
Proof. Firstly, we introduce the standard choice of test function in (1.16)
1, for 0 <7<,
t—
6(r) =4 ——+1, fort<T<t+r, (22)
0, for 7 >t + &,

and we have

e (1 1 C 1
[ (B0 + gt + S0 php-+ L) o

o2 [ fpmr [ (5

= [ (200 + gotuP + SE o+ Lo

) plul®dzdr

dx.
7=0

Letting » tend to 0, one has

£

1 1 Ch 1 T=t
~h —plul? + =(K Zpd d
[ (ator+ ot + -« o+ o) |~ aa

1t
:77/ /p|u|2dxd7. (2.3)
€Jo Ja

Moreover, integrating (1.13) over time interval [0, ¢], one obtains
1 1 Ck 1
—h(p) + =plu|* + == (K = p)p + —p®
[ (00 + gotat + G < g + oo )

1t t
:—7/ /,6|ﬁ\2da:d7'+/ /ﬁ~édacd7‘.
€Jo Ja 0 JQ

Next, we deduce from systems (1.6) and (1.12) that the differences p — p and
pu — pu are given by the following equations

(2.4)

9 (p = p) + divg(pu — pu) = 0,

& (pu — pu) + div,(pu @ u — pu® ) + évx (p(p) —p(p)) (2.5)

= (VK « )= (VoK p)p) = 2 (pu— pu) = (0= )2 .
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Thus, the weak formulation for the equations satisfied by the differences p — p and
pu — pu in (2.5) reads

—/ /wt(p—ﬁ)dwdt—/ /wa-(pu—ﬁﬁ)dxdt—/@(p—ﬁ)‘ dx =0,
0 Q 0 Q Q t=0

(2.6)

— / / @t - (pu — pu)dzdt — / / V¢ : (pu®u— pu® u)dedt
o Ja o Ja

_1/00/divxgﬁ(p(p)—p(p))dmdt—/QQB‘(pu_Pu) dx

t=0

/ / (VoK xp)p — (VoK % p)p) daedt — i/ooo/ggi(pu—pﬁ)dxdt
_5/0 /ng~(p—p)vggqudt—/ooo/gaedxdt, .
2.7

where ¢ and @ are Lipschitz test functions compactly supported in [0, 00) in time
and @-v = 0 on JQ when Q # R?. Using the definition of (1) in (2.2), we introduce
the test functions in the above relations

o =00 (200 - giaP + L)+ o), g =0

and then we have by letting k — 0T after substituting ¢, ¢ into (2.6) and (2.7)

/(ih p)— gl + (x e p) + 2 <I>) (o—p)|_de
// ( —*I |2+C(K*p)+i¢> (p — p)dxdr (2.8)
// ( *| |2+C(K*p)+i@)'(Pu_ﬁu)d1’dT=0

/ - (pu — pu) T: dacf/ /8 u- (pu — pu)dzdr

//V i: (pu@u—-pueu dxdr—f/ /dlku —p(p))dxzdr
/ / (VoK *p)p —(VmK*p)ﬁ)dxdT—g/o /Qﬁ-(pu—ﬁﬁ)dxdT

_5/0 /Q(p—p)ﬁ-VI<I>dxdT—/Ot/Qﬁ-edxdT.

(2.9)
We can deduce from the computation (2.3) — (2.4) — ((2.8) + (2.9)) that
1 _ 1 _2 Ch. _ _ T=t
[ (2ntolo) + gota = al? + S < o= o)) [

1 t t
=—- / / (plul* = plaf* —a - (pu — pu)) dedr — / o-u - (pu — pu)dxdr
€Jo Ja 0o Ja
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/ / < _7‘ 2+C(K*p)+1‘b> (p — p)dxdr
// ( | |2+Q(K*P)+ ‘P)-(pu—pu)dxdr
_/ /Vmﬁi(Pu®U—ﬁﬁ®ﬁ)dxdT—g/o /Qdivwa(p(p)_p(ﬁ))dxm

¢
/ / (VoK *p)p — (va*ﬁ)ﬁ)dde+§/ /(pfﬁ)ﬁ-vzfﬁdxdr
0o Jo

(2.10)
Deducing from (1.12) by using p > 0, one can obtain the equation satisfied by u
1 C 1 1 e
Or+ 11 V= =Vl () = — V(K 5 ) = = —V, @+ %, (2.11)
€

where we have used (1.5). Furthermore, multiplying (2.11) with p(u — @) leads to
1 _ _ _ __
0- (= 51al*)(p = p) + 00 (pu - pu)

+Vw(_%|ﬁ|2>'(ml—ﬁﬁ)+vwﬁi (pu®u—pu®u)
= pVeu (=) @ (- W)~ SpVH () (u - ) — —pu-(u 1)
—@pv (K*ﬁ)~(u—ﬁ)—%pvx®~(u—ﬁ)+gé~(u—ﬁ).

(2.12)

T=t

Substituting (2.12) into (2.10) and using (1.12), one gets
dz

[ (20l + gota—aP + o= p)o-0)) [

:_7/ /p|u—u\2dxd7—/ /pvmu (u—n1)® (u—u)dzdr
% [ Fakce (o) putor — [ [ L6 a - wyasar
77// (plp) dlvzudwdff/ / p—p)o ( (K *p)+ <I>> dxdr.

(2.13)
Due to the fact that K is symmetric, one can deduce that
/(K*p)ﬁdm :/(K*ﬁ)pdm,
Q Q

consequently,

//p p)0 ( (K xp)+ 1<I>>dxd7'

Ck Cr [*
G [ o ot praaar =~ [ [ e o 30 0,

_ C’C/t/ (K % (p— p)) diva (pu)dzdr

/ [ (02 (0= ) divao) = (5 + (p = ) div ((p = Py
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Hence, one can finally obtain by substituting (2.14) into (2.13) that

/(1 (olp) + p‘u a? + g(K*(p P))(p — P)) =0

:_7/ /p\u q dxdT—/ /pvxu (u—1) ® (u—u)dxdr
/ / a)dxdr — f/ / (p|p)div,udzdr
Q

// K« (p—p))dive((p — p)u)dadr.

This exactly completes the proof of the Proposition 1. O

T=t

2.1. Convergence in the relaxation limit. In this subsection, we will estab-
lish the convergence property in the relaxation limit from (1.6) to (1.12) based on
Proposition 1.

With the relative relation (2.1) between solutions to (1.6) and (1.12) at hand, we
can prove Theorem 1.2 by showing that terms on the right-hand-side of (2.1) can
be absorbed or are O(e).

Before getting into the proof of our main theorem, we need firstly to have some
auxiliary lemmas which essentially indicate that the relative potential energy can
be bounded from below by some positive functions.

Lemma 2.1. Let h(p) be defined by (1.5) and (1.8). Then for any p > 0, we have
the following estimates:

k 11
h(p|ﬁ)221min{p,p}p,5|2 forany 0 < p<ooand m=1 (2.15)
and

k
h(p|p) > 2Tmmin{pm*z,[)”%2}|p —pl? forany0<p<ooandl<m<2.
(2.16)

Proof. For the case of m = 1, the Taylor expansion of h(p) at p reads

h//( )

h(p) = h(p) + 1 (p)(p— p) + ——|p— P>,  p« € [p. 7],

which implies

_ R (p) _i2 k1 ok 11 ~12
h = — = |p— > b - - _ 52
(plp) 5| =7l 2 lp—pI” = 5 min 25 lp—
For the case of 1 < m < 2, similarly, the Taylor expansion of h(p) at p entails that
_ R kgm m— _
n(olg) = D)y g2 = Mz, g
k m._ . m—2 -m— = =
> = min{p™ 2 "o~ pF (€ € o).

This completes the proof of (2.15) and (2.16). O

We remind the readers a result proved in [32, Lemma 2.4].
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Lemma 2.2. Let h(p) be defined by (1.5) and (1.8). If p € I = [8,0] with § > 0
and § < 400, m > 1, then there exist positive constants Ry (depending on I) and
Cy, Cy (depending on I and Ry) such that

holp) > Cilp—pl for 0<p< Ry, pel,
pip Calp — p|™ for p> Ry, pel,m>1.

Given h(p) defined by (1.5) and (1.8), we can verify by using a similar way as in
[32, Lemma 2.3] that

Ip(p|p)| < Ch(p|p) Vp,p > 0, and for some C > 0. (2.17)

Lemma 2.3. Let Q be any smooth, connected, open subset of R%. Let the confine-
ment potential ®(x) be bounded from blow in Q and h(p) be defined by (1.5) and
(1.8). Assume one of the following conditions hold:

(i) If 2 — % < m < 2 with d > 2 and the interaction potential K satisfies K €
LD (Q) N W (Q),

(it) If Q@ = T or Q is a bounded domain in R?, m > 2 — 2 with d > 2, p € 4, ]
with § > 0 and § < oo and K satisfies K € LP(Q) (1 <p < o).

Then there exists a positive constant C, such that

(=P x(p=p))du

< C*/ h(p|p)dz  for a.a.t €[0,T). (2.18)
Q

Proof. Firstly, let us work with the case m = 1 and d = 2. By using Holder’s
inequality and Young’s inequality, we obtain

< CHK||L°°(Q)||P—/3||2LI(Q)- (2.19)

(0= ) (0= p)is
Q

Due to

o= sl = [ 1o~ plda

[l ()
([ ) ()
o fmmfl i)

where we have used the mass conservation property of p and p in the last inequality.

We can claim by substituting (2.20) into (2.19) and using (2.15) that (2.18) is valid

form=1,d=2.
Forthecaseofl<m<2w1thd—2and2

(2.20)

% < 2 with d > 3, we have

< ORI gy g 0= PlEmay (221)

[ 0= p (o= p)da
Q

Since @ is bounded from blow and [,(K * p)pdr < ||K||Loo(Q)||pH%1(Q), one can
deduce from the energy estimates (1.10) and (1.13) that [, p™dz and [, p""dx are
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bounded. Thus we have

lp = PllTn (@)

— [ 1o~ ldo
Q

kym iome meay Y (R s ey
:/Q(émln{p‘z,p‘2}> lp — Pl (22m1n{p 2p 2}) dx

m
2

kaom\ ™ ([ k : -
< <22m> </ 2Tmltnin{pm’Q,ﬁm’z}lp - ﬁ|2d1> (/ max{pmﬁm}dx)
Q Q

I
2

kom . m—2 —m— _
SC(/Qmm{p %p 2},0—p|2dx> 7
Q
which implies that
_ kom . o _
IIP—pIIimm)SC/ﬂTmm{p 20" — plPda. (2.22)

Substituting (2.22) into (2.21) and using (2.16), then, for 1 < m < 2 with d = 2
and 2 — % < m < 2 with d > 3, the proof of (2.18) is completed.

It remains to prove the case of m > 2 with any d > 2 when Q = T¢ or Q is a
bounded domain. In Lemma 2.2, by enlarging if necessary Ry so that |[p — p| > 1

for p > Ry and p € [J, 9], then we have

h(plp) = Clp—p|*, form>2, p>0, pels,d)
Thus, one deduce that

(0= (o= )a| < CIK I sy o 0= 1
< Cllp— Al < C /Q h(plp)da,

where 1 < r < 2 and we have used the fact that Q@ = T or  is a bounded domain
in the second last inequality. The proof of (2.18) is completed. O

Corollary 1. Let the assumptions in Lemma 2.3 hold and the parameter Cy, is such
that Cy, < cl’ where Cy is defined in (2.18), then for A:=1— % >0

[ el + G o= s (o= plae=a [ hiolo) for aat e 0.7

So far, all the preparations have been done, we now start to prove our main
result.

Proof of Theorem 1.2. Firstly, one can easily see from the definition of ©(¢) in (1.14)
and the relative entropy identity (2.1) that

t
@(t)—&-l/ /p\u—ﬁ|2d:cd7
€Jo Ja

—0(0) - /Ot /Q PV, (u— 1) @ (u— a)dedr
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=S [ (= pdiv (o= p)dads

2.23
—7/ / (plp) dlvzudach—/ / (u—a)dzdr (2:23)
Q P

0)+ Ji+ J2+ J3 + Jy.

Now, we estimate J1, Jo, Js, and Jy one by one. Using the relation between
p and h in (1.5) and the definition of @ in (1.11), then we deduce that u =
Vb (p) — Cx (VK xp)—V,® and V,u are bounded functions due to the smooth-
ness assumption on p.

For Ji, one obtains

_ /Ot /Q PVo0: (U~ 1) ® (u —@)dedr (2.24)

t t
< Hvzﬁ||Loo((07T)><Q)/ / p|u — fl|2d36dT < O/ @(T)d’l‘
o Ja 0
We will estimate Jo for three different cases. The first case is for m = 1 and
d:2,thesecondcaseisfor?—% <m§2withd220r2—f <m<2withd>3
and the third case is for m > 2 for any d > 2. For m = 1 and d = 2, using Holder’s
inequality and Young’s inequality, one deduces by using integration by parts that
Crp [* . N _
- dive((p — p)u) (K * (p — p)) dwdr
€ Jo Ja
Cr (! N _
=— (p—p)a- (VoK * (p— p)) dadr
€ Jo Ja

c [t _
< % [ 1l 19K o o = Al oyr (225)

C/t - c [ (11 o
< — p—Pll11 dTg—//mm —, = ¢ |p—pl°dxdr
- o= altiadr < Z [ [ ming 22 Lo g

C t t
S—//h(mﬁ)ddeSC/ O(r)dr

€ Jo Ja 0

where we have used (2.20) in the third last inequality and Lemma 2.1 in the second
last inequality.
Forthecasel<m§2withd:2and2—f <m < 2 with d > 3, we obtain by
using interpolation inequality and Young’s inequahty that
Cp [ - .
= [ [0 pru (Vak s (- ) deds
€ Jo Ja
< g VoKl [ o= oodr (220
= ¢ Loo (0,751 2m—1) (o))l ¥ 2 1L () . p = Plim@dr :

c [t 9
< —p m d .
= 5/0 lp—pllz (Q)aT

Substituting (2.22) into (2.26), we have by Lemma 2.1

Jz<f/ |5 min{om 257 o = pldads

(2.27)
< ;/0 5 h(p\ﬁ)ddeSC/O O(r)dr
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Finally, for the case m > 2 and any d > 2, we have by applying Young’s inequality
that

Cr [ _
= [ [0 g (VaK s (- ) dedr
€ Jo Ja
Ck; _ ¢ 12
< 7 I8l orsne@) Ve Ko | o= Alze@dr (2.28)

O t C t t
<% [ o-sliadr <% | [ nolpadr < [ o(ryar
€ Jo € Jo Ja 0

where % + % =1, due to Lemma 2.2 used in the second last inequality.
For Js, by (2.17), one has

1 [t N 1, ¢ _
Jo= 2 [ [ slolp)divendedr < 2|V,ul e omyer [ [ In(olp)ldods
€ Jo Ja € 0o JO

t t (2.20)
C
< 7/ /h(p|,5)dmd7’§0/ O(r)dr.
€ Jo Ja 0
For Jy, we similarly have that
K e
Jy = —/ / p(u—u) - =dzdr
0 JQ p
1 t o € t é 2
< — plu—u|*dzdr + = pl=| dxdr (2.30)
2e Jo Ja 2Jo Ja |p

1 t
< —/ /p|U7ﬁ|2d{ZZdT+C€t,
2e 0o JQ

where we have used the fact that € is bounded and the mass conservation of p in
the last inequality. Substituting (2.24), (2.25), (2.27), (2.28), (2.29) and (2.30) into
(2.23), one can see that

1t t
o) + 7/ / plu — 2dadr < ©(0) + c/ O(r)dr + Cet.
2e Jo Ja 0
Hence, Gronwall’s inequality leads to
o(t) < C(6(0) +¢)

for any t € (0,T], where C is a positive constant depending on 7. This completes
the proof of Theorem 1.2. O

Recalling the definition of ©(t) in (1.14) and the properties of h(p|p) showed in
Lemma 2.1 and Lemma 2.2, we can easily conclude the following result.

Corollary 2. Let all conditions in Theorem 1.2 hold, then we can conclude that the
weak solution of (1.1) converges to the solution (p,pu) of (1.4) in the sense that

llp = pllLe(o,1:L2(02)) — 0 as &—0
and
|vp(a =)L o,1;02(0)nL2 0,502 — 0 as € =0,
where @ = =V h(p) — Cr (VK % p) — V. P.
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3. Weak solutions to the hydrodynamic system. Our goal in this section is to
prove existence of weak solutions to the system (1.6) by using the methods of convex
integration and oscillatory lemma shown in the seminal work by C. De Lellis and
L. Székelyhidi [18]. Similar methods are later applied to deal with the compressible
Euler system by E. Chiodaroli [13], the Euler systems with non-local interactions
by J. A. Carrillo et al. [8] and some more general “variable coefficients” problems
in [20, 14, 22, 23].

The proof of the existence theory for the weak solutions of Euler flow (1.6) on any
bounded domain Q € R?, d = 2,3 with smooth boundary can be done by adapting
the method of convex integration in [8]. Solvability for other cases mentioned in
this paper, i.e. Q C R? (d > 2) unbounded or 2 € R? (d > 4) bounded with smooth
boundary, are left open.

For simplicity, we take the coefficients € = Cy, = 1 in (1.6) and restrict ourselves
to the spatially periodic boundary conditions, i.e. = € 2, where

Q= (L1l 1)’ d=2.3, (3.1)

is the “flat” torus. One should notice that this method is applicable for the general
connected bounded domains Q C R? with smooth boundary endowed with the no-
flux boundary conditions u - v|so = 0. Thus, we consider the solvability of the

following system
Op + divy(pu) =0, -
di(pu) + dive(pu @) + Vop(p) = —=(Vo K % p)p — pu — pV, @ (32)

with initial data
p(0,-) =po,  u(0,") =uo. (3.3)
Theorem 3.1. Let T' > 0 and Q be given as in (3.1). Suppose that
p € C[0,00) N C?(0,00), p(0)=0, KeC*Q), &cC*Q).

Let the initial data po, wo satisfy po € C*(), po > p > 0 in Q, ug € C3*(QRY).
Then the system (3.2), (3.3), (3.1) admits infinitely many solutions in the space-
time cylinder (0,T) x Q belonging to the class

peC*[0,T]xQ), p>0, u€ Cueax([0,T]; L*(%RY)) NL®((0,T) x i RY).

For the reader’s convenience and completeness of this paper, we give a sketch of
the proof of Theorem 3.1 following the blueprint of [8].

3.1. Solvability of the abstract Euler system. Firstly, we introduce the nota-
tions

vow e R4 [veow];; = vv;, and vow e R

sym sym,01 VOW = VROW— 8v~w]17
where v, w € R? are two vectors, R4 denotes the space of d x d symmetric matrices
over the Euclidean space R¢, d = 2, 3, jogo means its subspace of those with zero

trace. Recalling the abstract result in [18, 22] which will be used later to prove our
existence result, we consider the following abstract Euler form:
Find a vector field v € Cyeax ([0, T]; L2(€2; RY)) satisfying

(
((v +h[v]) ® (v+hlv])

3tv + lez
r{v]

+ H[v]) =0, div,v=0  (3.4)
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in D'((0,T) x Q;RY),

;'vt[}:lg‘f]'z(t,m) — eM(tz) for aa. (b2) € (0,T) x Q, (3.5)
v(0,) =vo, V(T,)=vr, (3.6)
where hlv], r[v], H[v], and e[v] are given (nonlinear) operators.
Definition 3.2. Let Q C (0,7) x Q be an open set such that
QI =1(0,T) x .
An operator
b: Cyear([0,TT; L (5, RY) N L=((0,T) x 4 RY) — Cyp(Q,R™)
is @Q-continuous if

e b maps bounded sets in L>((0,T) x Q; R%) on bounded sets in Cj(Q, R™);
e b is continuous, specifically,

b[vy] — b[v] in Cp(Q,R™) (uniformly for (¢,z) € Q)
whenever
Vp = v in Cyear ([0, T]; L2 (93 RY)) and weakly — (x) in L°°((0,T) x ;R%);
e b is causal (non-anticipative), meaning
v(t,-) =w(t,) for 0 <t <7 <T implies b[v] = b[w] in [(0,7] x Q] N Q.

Before quoting the solvability results in [8, 22] for system (3.4)-(3.6), we need to
further introduce the set of subsolutions:

Xy = {v|v € Cuear ([0, T]; L2 (Q; RY)NL®((0, T) x; RY), v(0, -) = vo, v(T, ) = v,

v + div,F = 0,div,v = 0 in D'((0,T) x Q;R?), for some v € C(Q;R?),
F e L®((0,T) x R 0) N C(Q;REL o)

sym,0 sym,0
- {(v +hlv]) ® (v +h[v])
(t,1)eQ 2 rv]
t>1

— F + H[v] fe[v]<0foranyO<T<T},

where Apax[A] denotes the maximal eigenvalue of a symmetric matrix A. Now, we
can state the following existence result for (3.4)-(3.6), see [8, 22]:

Proposition 2. Let the operators h, r, H and e be Q-continuous, where Q C
[(0,T) x Q] is an open set satisfying |Q| = |(0,T) x Q|. In addition, suppose that
r[v] > 0 and that the mapping v — 1/r[v] is continuous in the sense specified in
Definition 3.2. Finally, assume that the set of subsolutions Xy is non-empty and
bounded in L>=((0,T) x Q;R?). Then, problem (3.4)-(3.6) admits infinitely many
solutions.

3.2. Recast (3.2)-(3.3) into the abstract Euler form. In order to apply Propo-
sition 2 to prove the solvability of (3.2)-(3.3), we need to firstly recast them into
the form of (3.4)-(3.6). If we can further verify that assumptions in Proposition 2
hold, then existence of solutions for the system (3.2)-(3.3) is proven. To this end,
we take @ = (0,T") x Q.
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3.2.1. Momentum decomposition and kinetic energy. Following [8] one can write the
momentum pu in the form

pu=v+V4+V, U

where
divyv = 0, / W(t, Ydz = 0, / v(t,)dz =0, V=V(t)eR%
Q Q
Similarly, we write the initial momentum poug as

PoUgy = V0—|—V0—|—vx\1/0, diVxVO = O, / V0d$ = /
Q

1
\Ilodx = 0, Vo = 7/ polloda?.
Q |Q| Q

Accordingly, we may fix p € C%([0,T] x ) such that for a certain potential ¥,
Op+ AT =0 in (0,T) x Q,
Op(0,-) = =A,To, U(0,-) = Uy, / U(t,-)dr =0 for anyt € [0,T].
Q
Hence, in the sequel, we assume that that
peC*([0,T] x Q), WeC[o,T];C%(Q))

are fixed functions. Based on the above decomposition, equation (3.2) reduces to

V4V, V4V,
8tv+8tV+divm((V+ VWO vV )+(p(p)+8t\11)ﬂ>

! (3.7
=—(VoKx*p)p— (v+V+V, V) - pV,P, ’
div,v = 0.
In order to match (3.5), we fix the “kinetic energy” so that
1|lv+V+V, 02 d
IV VAEVIE oo L) + o), (338)

2 P 2

where II = II(¢) is a spatially homogeneous function to be determined later. Sub-
stituting (3.8) into (3.7), one can therefore rewrite (3.7) as

Opv + 0V + div <<V+V+Vx‘lf)®(v+v+vx\1/)>
I | (3.9)
= (VoK #*p)p— (V+V+V,0) - pV,d := ¢, ,

div,v =0.

3.2.2. Fiz V and recast (3.9) into abstract form. One can easily notice from (3.9)
that there are still two unknowns v and V. So our first goal in this subsubsection
is to fix V so that (3.9) can be converted to a “balance law” with a source term of
zero mean. To this end, solving the following ODE:

1 1
—+V=—— / (VoK % p)pde — — [ pV,Pdx

1€ Jo 1€ Jo
with initial data V(0) = Vy, one can see that V = V[v] depends linearly on the
fixed function p. Thus, we can therefore rewrite (3.9) as

Do + div, ((v+V+Vx\I')®(v+V+Vm\I!)) e L/ Cdz,
p Q[ Jg (3.10)

div,v = 0.
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Obviously, the expression on the right-hand-side of (3.10) has zero integral mean
at any time ¢. Hence, referring [8] for more details, we can find a vector w = w|v]
satisfying

2 1
—div, <wa +Viw— ddiww]l) =¢— i / Edx in Q for any fixed t € [0, 7.
Q

Denoting

2
H[v] = Vow + V] w — ~div, Wi, (3.11)

one can thus transform system (3.2)-(3.3) to the form coincide with (3.4)-(3.6),
namely:
Find a vector field v € Cyear ([0, T; L?(2; R?)) satisfying
\'% Y \4 =¥
(v+Vv]+V )i)(v+ [v] + V. ¥) +H[V]>

Oyv + div, ( =0, divp,v=0

in D/((0,T) x 4 RY),

1 v+ V[v] +V,¥? B
2 P N

elvl]=1 - g(p(p) + ;%) for a.a. (t,z) € (0,T) x Q,
(3.12)
v(0,:) =vo, v(T,)=vr.

3.3. Proof of Theorem 3.1.

Proof of Theorem 3.1. Taking r[v] = p, h[v] = V[v]+V, U, H[v] defined by (3.11),
and e[v] defined by (3.12), one can easily verify that they are Q-continuous. Then
Theorem 3.1 can be proved if we are able to show that X is non-empty and bounded
in L>((0,T) x Q;RY).

To this end, taking vy = vy, v = vg, and F = 0 in the definition of X, and
choosing IT = II(¢) to be large enough satisfying

sup Doy [0t VIV + Vo T) © (Vo + VIVol + Va¥) | g
(t,z)eQ,t>T 2 P
d
—1I(t) + 5 (p(p) +3:¥) <0

for any 0 < 7 < T, one can claim that there exists IIg > 0 such that the above
inequality holds whenever II(t) > IIj for all ¢ € [0,T]. Consequently, vy € X and
thus Xg is non-empty.

In order to prove X is bounded in L>°((0,T) x £2; R?), we firstly recall the purely
algebraic inequality [18],

r

1|MP? <d5\ [M@

2 57— oglmex

- ]HI] whenever H € RZX? - M € R4, 7 € (0, 00).

sym,0?
(3.13)
Fixing TI(¢) according to the above discussions, for any v € Xy, we have by using
the definition of X
max p

’ ~ (F—H[V)| <TI(0) ~ 2(p(p) + D0).



386 J. A. CARRILLO, Y. PENG AND A. WROBLEWSKA-KAMINSKA

By the definition of H in (3.11), one can obtain that H[v] € Rg;n(li,O' Applying the
inequality (3.13), we have
1v+ V4V, 0P -
2 P
which implies that X is bounded in L>((0,T) x ; R9). So far, all the assumptions

in Proposition 2 hold, and the proof of Theorem 3.1 directly follows now by using
Proposition 2. O

(1) ~ 5 (o(p) + 0.),
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