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Abstract. In this paper, we propose a uniformly second order numerical
method for the discete-ordinate transport equation in the slab geometry in
the diffusive regimes with interfaces. At the interfaces, the scattering coeffi-
cients have discontinuities, so suitable interface conditions are needed to define
the unique solution. We first approximate the scattering coefficients by piece-
wise constants determined by their cell averages, and then obtain the analytic
solution at each cell, using which to piece together the numerical solution with
the neighboring cells by the interface conditions. We show that this method
is asymptotic-preserving, which preserves the discrete diffusion limit with the
correct interface condition. Moreover, we show that our method is quadrat-
ically convergent uniformly in the diffusive regime, even with the boundary
layers. This is 1) the first sharp uniform convergence result for linear trans-
port equations in the diffusive regime, a problem that involves both transport
and diffusive scales; and 2) the first uniform convergence valid up to the bound-
ary even if the boundary layers exist, so the boundary layer does not need to be
resolved numerically. Numerical examples are presented to justify the uniform
convergence.

1. Introduction. The transport equation with discontinuous coefficients is impor-
tant since it arises in many important applications, ranging from neutron transport,
radiative transfer, high frequency waves in heterogeneous and random media, semi-
conductor device simulation, to quantum mechanics. We consider particles in a
bounded domain that interact with a background through absorption and scatter-
ing processes. In highly diffusive media, the mean free path (the average distance a
particle travels between interaction with the background media) is small compared
to the typical length scales. This small ratio is embodied by the introduction of
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a dimensionless parameter ǫ into the transport equation. In one space dimension,
with zL, zR being the left and right boundaries respectively, the phase space density
Ψ(z, µ) over [zL, zR] × [−1, 1] is governed by a scaled linear transport equation:

µ∂zΨ +
σT

ǫ
Ψ =

(σT

ǫ
− ǫσa

)1

2

∫ 1

−1

Ψ(z, µ′)dµ′ + ǫq, (1a)

with boundary conditions

Ψ(zL, µ) = ΨL(µ), µ > 0 ; Ψ(zR, µ) = ΨR(µ), µ < 0. (1b)

Here σT , σa, q are the total scattering and absorption coefficients and the source
respectively. They are O(1) and have O(1) derivatives with respect to z, except at
finite number of points. Namely, they are piecewise smooth. Their discontinuities
correspond to interfaces between different materials or media.

Clearly (1) does not admit a unique solution when the coefficients σT , σa, q are
discontinuous. Interface conditions are needed to select the unique solution. Assume
the interface is located at z = 0. In most physical applications, Ψ is continuous
crossing the interface:

[Ψ(·, µ)]
∣

∣

∣

z=0
= 0 (2)

where we use [Ψ] to present the jump of Ψ at a point.
The starting point of numerical methods for solving the transport equation is the

discrete-ordinate method [8, 28, 33], which uses a quadrature formula to approxi-
mate the scattering term. Let

V = {−M, · · · ,−1, 1, · · · ,M}.

The discrete-ordinates approximation to (1) is

µm

dψm

dz
(z)+

σT (z)

ǫ
ψm(z) =

(

σT (z)

ǫ
−ǫσa(z)

)

∑

n∈V

ψn(z)wn+ǫq(z) , m ∈ V (3a)

with boundary conditions

ψm(zL) = ψLm = ΨL(µm); ψ−m(zR) = ψRm = ΨR(−µm) , µm > 0, (3b)

and the interface condition

[ψm]
∣

∣

∣

z=0
= 0 . (3c)

Here {µm, wm|m ∈ V } is an order-2M quadrature set with weight wm normalized
as

∑

n∈V

wn = 1 ,
∑

n∈V

wnµ
2
n = 1/3 . (4)

µm are ordered as

1 > µM > µM−1 > · · · > µ1 > 0 > µ−1 > µ−2 > · · · > µ−M+1 > µ−M > −1 (5)

and are symmetric:

µm = −µ−m, wm = w−m, m ∈ V. (6)

The quadrature set is studied in [19, 20] and the commonly used {µm, wm} satis-
fies conditions (4)-(6). In this paper we will concentrate on the discrete ordinate
equations (3) and always use ψ to denote (ψ−M , · · · , ψM )T .

Even when the scattering coefficients are smooth, numerical solutions to the
transport equation or the discrete-ordinate equations are challenging when ǫ << 1
since it requires the numerical resolution of the small scale, as in a typical multiscale
problem. Asymptotic-preserving (AP) schemes have been proved rather successful
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for such problems. A scheme for such a problem is AP if it preserves the diffusion
limit of the transport equation or its discrete-ordinate approximation, when ǫ→ 0,
at the discrete level. This idea was first advocated in the work of Larsen, Morel and
Miller [30, 31] for steady transport equations, and then generalized by Jin and Lev-
ermore for boundary-value problems [19, 20]. It was systematically generalized to
time dependent transport equations in the diffusive regimes by Jin, Klar, Pareschi,
Toscani, etc., see [18, 22, 23, 27], and for hyperbolic systems with stiff relaxations,
see [7, 17, 21, 32]. If a method is AP, the correct (macroscopic) physical behavior,
valid when the small parameter ǫ is small, can be captured even if the numerical
computation is underresolved (the mesh size and time step much larger than the
small space/time parameters). It was proved in [14] for the linear transport equa-
tion with boundary conditions that an AP scheme converges uniformly with respect
to ǫ. The convergence rate obtained in [14] is not sharp, due to technical reasons.
For more recent development of AP schemes for plasmas and fluids, see [9, 11, 10].

Compared to a domain decomposition approach, which couples the transport and
diffusion equations through interface coupling conditions, the AP approach avoids
the difficulty of finding the coupling condition, which is the bottleneck for most of
the multiscale methods.

When there is an interface, corresponding to the discontinuity of the scaterring
coefficients, the AP method should also capture the correct interface condition for
all ǫ. Depending on the applications, there are two kinds of interfaces for this
problem. One often arises in neutron transport equation, where the density Ψ is
continuous at the interface. The other one arises in radiative transfer equations
as an approximation of high frequency waves in random and heterogeneous media,
where the energy flux (corresponding to the µ-integral of µΨ here) is continuous at
the interface. In this paper we will focus on the first case. For recent works for the
second case, we refer to [1, 24, 25].

In this paper, we propose a uniformly second order numerical method for the
discrete-ordinate equations with boundary and interface conditions (3). The idea of
this new method is elicited from an exponential tridiagonal difference scheme for the
singular perturbation parabolic problems [4, 5, 26]. The idea is to first approximate
the coefficients –here they are the scattering coefficients and source–by their cell
averages in each grid cell. Such a constant coefficient problem in each cell can
be solved analytically. We then piece them together with neighboring cells using
the interface conditions, resulting a finite difference scheme for the entire domain.
Philosophically this is similar to the Godunov method for hyperbolic system of
conservation laws [15], which uses the exact solution of the Riemann problem in
each cell.

The major contribution of this paper is to prove that this new method is AP and
second order, uniformly in ǫ, convergent to the discrete-ordinate equations with
boundary and interfaces (3). Even for smooth coefficients, this result is stronger,
in two aspects, than the only available uniform convergence result in this direction
by Golse, Jin and Levermore in [14]. First, using the technique of [14] which uses
the diffusion limit directly in the proof, the uniform convergence rate is only half
of the rate for fixed ǫ. This is purely a technical restriction rather than the actual
numerical performance of an AP method. Our result is sharp, namely, we prove the
quadratic convergence in ǫ for this method, which is the same order as the order
with a fixed ǫ. Second, most of the numerical methods for the same problem needs
to resolve the boundary layer, while we here prove that our method is uniformly
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second order all the way to the boundary, namely, the boundary layer does not need
to be resolved numerically.

Our scheme and its analysis rely heavily on the eigenfunction expansion of the
constant coefficient, one-dimensional discrete-ordinate equations.

An outline of the remainder of this article follows. An interface analysis is given
in section 2 to derive the interface condition for the diffusion limit for the discrete-
ordinate equation with discontinuous coefficients. In section 3 the explicit form of
this new method is derived and proved to be AP. The uniform quadratic convergence
with respect to ǫ is proved in section 4. Numerical examples are presented in section
5 to test and confirm our theoretical results. Finally, we conclude with a discussion
in section 6.

2. The diffusion limit with interface. When ǫ → 0, the classical asymptotic
and boundary layer analysis for (3) give [19, 30]

ψm(z) = φ(z) − ǫ
µm

σT

∂zφ+O(ǫ2) (7)

where φ satisfies the diffusion equation:

−
d

dz

1

3σT (z)

d

dz
φ(z) + σaφ(z) = q(z) (8a)

with the boundary conditions

φ− ǫ λ
σT
∂zφ

∣

∣

∣

z=zL

=
∑M

m=1 ψLmαm,

φ+ ǫ λ
σT
∂zφ

∣

∣

∣

z=zR

=
∑−M

m=−1 ψRmαm.
(8b)

Here the extrapolation length λ is given by

λ =

M
∑

m=1

µm −

M−1
∑

m=1

1

ξm
(9)

and the discrete H-function αm is

αm =

M−1
∏

n=1

(

µm −
1

ξn

)

M
∏

k=1,k 6=m

1

µm − µk

(10)

with ξk ∈ (1/µk+1, 1/µk) (1 ≤ k ≤M − 1) the unique (positive, simple) root of

1 =
∑

m∈V

wml
(k)
m , (11)

where

l(k)
m =

1

1 − µmξk
. (12)

For −M + 1 ≤ k ≤ −1, let ξk = −ξ−k and l
(k)
m the same as in (12). l

(k)
m have the

following properties:
∑

m∈V

µmwml
(k)
m = 0,

∑

m∈V

µ2
mwml

(k)
m = 0 , (13)

and
∑

m∈V

wmµml
(k)
m l(n)

m =

{

0 n 6= k

c(k) 6= 0 n = k
. (14)
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Let c(−M) = c(M) = 1/3, then c(k) in (14) satisfy

∑

1≤|k|≤M−1

1

c(k)
l(k)
n l(k)

m +
µn

c(−M)
+

µm

c(M)
=

{

0 m 6= n
1

wnµn
m = n

. (15)

These properties of l
(k)
m play an important role in our derivation of the new method

and the consequent uniform convergence proof. Their proof is given in the Appen-
dix.

One of the main numerical difficulties to solve the transport equation (3), when
ǫ ≪ 1, is the demand that the mesh size ∆z ≪ ǫ. This is prohibitively expensive
especially in higher dimensions. However, when ǫ ≪ 1, the transport equation (3)
is well approximated by the diffusion equation (8) which is much more efficient for
numerical approximation.

At the interface, an interface condition should be provided for the diffusion equa-
tion. This condition can be found using the analysis similar to the boundary layer
analysis that gives (8b). When there is an interface between two different media
where σT , σa and q have jump discontinuities, one can expect that two bound-
ary layers exist on both sides of the interface. The interface conditions should be
derived by matching the interface condition (3c) with the diffusion approximation
valid away from the interface. Consider the interface condition

[ψm]
∣

∣

z=0
= 0 , m ∈ V. (16)

Applying the stretching transformation on both sizes of x = 0,

x(1) =
1

ǫ

∫ z

0

σT (s) ds, z > 0; x(2) =
1

ǫ

∫ z

0

σT (s) ds, z < 0,

to (3a) respectively gives

ψm(z) = ψ(1)
m (x(1)) +O(ǫ2), z > 0; ψm(z) = ψ(2)

m (x(2)) +O(ǫ2), z < 0,

where ψi satisfies

µm∂x(i)ψ(i)
m + ψ(i)

m −
∑

n∈V

wnψ
(i)
n = 0, in X(i) × V. (17)

Here i = 1, 2, X(1) = R
+, X(2) = R

−.
The interface condition for (17) corresponding to (16) is

ψ(1)
m (0−) = ψ(2)

m (0+), m ∈ V. (18)

The differential equation (17) on X(i), being a transport equation with constant

coefficients, can be solved exactly [19]:

ψ(i)
m (x(i)) = c

(i)
1 + c

(i)
2 (x(i) − µm) +

∑

1≤|k|≤M−1

A(i,k)l(k)
m exp(−ξkx

(i)), (19)

where the eigenvalue ξk and corresponding eigenfunction l
(k)
m are defined in (11) and

(12).

The coefficients c
(i)
1 , c

(i)
2 , A(i,k) can be determined by ψ

(i)
m (0) through the follow-

ing boundary conditions:

ψ(i)
m (0±) = c

(i)
1 − µmc

(i)
2 +

∑

1≤|k|≤M−1

A(i,k)l(k)
m .
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The interface condition (18) implies

(c
(1)
1 − c

(2)
1 ) − µm(c

(1)
2 − c

(2)
2 ) +

∑

1≤|k|≤M−1

(

A(1,k) −A(2,k)
)

l(k)
m = 0.

Since the eigenfunctions 1, µm, l
(k)
m (1 ≤ |k| ≤M−1) are linearly independent (this

will be proved in the Appendix), one gets

c
(1)
1 = c

(2)
1 , c

(1)
2 = c

(2)
2 , A(1,k) = A(2,k), for 1 ≤ |k| ≤M − 1. (20)

Furthermore, since the diffusion approximation contains no growing exponentials
on both sides, one must have

A(1,n) = 0, −M + 1 ≤ n ≤ −1; A(2,n) = 0, 1 ≤ n ≤M − 1. (21)

Thus
ψ(i)

m (x(i)) = c
(i)
1 + c

(i)
2 (x(i) − µm). (22)

We now match these solution with the interior (diffusion) solution. Away from
the interface, the solution of (3a) can be expressed as

ψ(i)
m (z) = φ(i)(z) − ǫ

µm

σT

∂zφ
(i)(z) +O(ǫ2).

Comparing this with (22) at, say, x(i) = O(ǫβ) with β > 1 on both side of the
interface, and note that ∂x = ǫ

σT
∂z , gives ([19])

c
(1)
1 = φ(1)(0+), c

(2)
1 = φ(2)(0−);

c
(1)
2 =

ǫ

σT (0+)
∂zφ

(1)(0+), c
(2)
1 =

ǫ

σT (0−)
∂zφ

(2)(0−).

Now (20) yields the interface conditions of the diffusion limit

φ(1)(0+) = φ(2)(0−),
1

σT (0+)
∂zφ

(1)(0+) =
1

σT (0−)
∂zφ

(2)(0−). (23)

In summary the diffusion limit with interface at x = 0 is

−
d

dz
(

1

3σT

φz) + σaφ = q (24a)

with the boundary condition

φ− ǫ λ
σT
∂zφ

∣

∣

∣

z=zL

=
∑M

m=1 ψLmαm,

φ+ ǫ λ
σT
∂zφ

∣

∣

∣

z=zR

=
∑−M

m=−1 ψRmαm ,
(24b)

and the interface condition

[φ]
∣

∣

x=0
=

[

1

σT

∂zφ

]

∣

∣

∣

x=0
= 0. (24c)
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3. The new method and its AP property.

3.1. Derivation of the method. Assume σa, σT , q are discontinuous at some
discrete set of points. Generate a set of grid points zL = z0 < z1 < · · · < zN = zR,
so all discontinuities of σa, σT , q are grid points. Let △z = maxi=0,··· ,N−1 |zi+1−zi|.
Define the cell averages

σai =
1

zi+1 − zi

∫ zi+1

zi

σa(z)dz, σTi =
1

zi+1 − zi

∫ zi+1

zi

σT (z)dz,

qi =
1

zi+1 − zi

∫ zi+1

zi

q(z)dz, i = 0, · · · , N − 1,

and σ̃a, σ̃T , q̃ to be piecewise constant functions:

σ̃a(z) = σai, σ̃T (z) = σTi, q̃(z) = qi, z ∈ (zi, zi+1], i = 0, . . . , N − 1.
(25)

We get an approximation of the discrete ordinate equation (3a):

µm

dψ̃m

dz
(z)+

σ̃T (z)

ǫ
ψ̃m(z) =

(

σ̃T (z)

ǫ
−ǫσ̃a(z)

)

∑

n∈V

ψ̃n(z)wn+ǫq̃(z), m ∈ V, (26)

with the same boundary condition (3b).
Note that on [zi, zi+1], (26) is the constant coefficient discrete-ordinate equation,

thus can be solved exactly like in [19]. In order to find the solution of

µm

dψm

dz
(z) +

σTi

ǫ
ψm(z) =

(

σTi

ǫ
− ǫσai

)

∑

n∈V

ψn(z)wn + ǫqi, (27)

firstly we seek the general solution of the homogeneous equation

µm

dψm

dz
(z) +

σTi

ǫ
ψm(z) =

(

σTi

ǫ
− ǫσai

)

∑

n∈V

ψn(z)wn, z ∈ [zi, zi+1]. (28)

Inserting

ψm(z) = lme
−

σT i
ǫ

ξz (29)

into (28) gives the eigenfunction equation

(1 − µmξ)lm =
(

1 − ǫ2
σai

σTi

)

∑

n∈V

lnwn. (30)

Hence lm must have the form

lm =
constant

1 − µmξ
,

where the ’constant’ is independent of m but depends on i. Substituting this lm
into (30), one gets the characteristic equation

1

1 − ǫ2 σai

σT i

=
∑

n∈V

wn

1 − µnξ
. (31)

It has been shown by Chandrasekha [8] that when σai 6= 0, all the eigenvalues are
different from each other and appear in positive/negative pairs. When σai = 0,
0 is a double root and the other eigenvalues occur in positive/negative pairs. Let
ξn = −ξ−n ≥ 0, for n = 1, · · · ,M . When σai = 0, ξ−M = ξM = 0. Now, because
the general solutions have different forms, we consider the two different cases:
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1. When σai 6= 0, there are 2M eigenfunctions of the form (29). Hence the
general solution of (28) can be expressed as

ψm(z) =
∑

n∈V

A(n)l(n)
m exp

(

−
σTi

ǫ
ξnz

)

, z ∈ [zi, zi+1], (32)

where A(n) are undetermined and l
(n)
m are the eigenfunctions corresponding to

the nonzero eigenvalues ξn which is given by

l(n)
m =

1

1 − µmξn
.

In the Appendix we will prove that, if σai 6= 0, for 1 ≤ |n|, |k| ≤M ,

∑

m∈V

wmµml
(k)
m l(n)

m =

{

0 n 6= k
c(k) n = k

, (33)

where c(k) is some nonzero constant.
In addition, it is easy to check that

ψm =
qi
σai

(34)

is a special solution of the inhomogeneous equation (27). Then the general
solution of (27) has the following form

ψm(z) =
∑

1≤|n|≤M

A(n)l(n)
m exp

(

−
σTi

ǫ
ξnz

)

+
qi
σai

, z ∈ [zi, zi+1]. (35)

By the aid of these expressions, we can find the relation between ψ̃(zi) and

ψ̃(zi+1) as follows:

A(n) can be determined by ψ̃m(zi) from

ψ̃m(zi) =
∑

n∈V

A(n)l(n)
m exp

(

−
σTi

ǫ
ξnzi

)

+
qi
σai

.

Multiplying both sides of the above equation by wmµml
(k)
m and summing over

V give
∑

m∈V

wmµml
(k)
m ψ̃m(zi)

=
∑

m∈V

wmµml
(k)
m

∑

n∈V

A(n)l(n)
m exp

(

−
σTi

ǫ
ξnzi

)

+
qi
σai

∑

m∈V

wmµml
(k)
m

=
∑

n∈V

A(n)
∑

m∈V

wmµml
(k)
m l(n)

m exp
(

−
σTi

ǫ
ξnzi

)

+
qi
σai

∑

m∈V

wmµml
(k)
m .

By using (33), A(k) can be given by ψ̃(zi) as

A(k) =
1

c(k)

(

∑

m∈V

wmµml
(k)
m ψ̃m(zi) −

qi
σai

∑

m∈V

wmµml
(k)
m

)

exp
(σTi

ǫ
ξkzi

)

. (36a)

Similarly A(k) can also be expressed by ψ̃(zi+1) as

A(k) =
1

c(k)

(

∑

m∈V

wmµml
(k)
m ψ̃m(zi+1)−

qi
σai

∑

m∈V

wmµml
(k)
m

)

exp
(σTi

ǫ
ξkzi+1

)

. (36b)
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Equating the two equations of (36), the relations between ψ̃m(zi) and ψ̃m(zi+1)
are:

(

∑

m∈V

wmµml
(k)
m ψ̃m(zi) −

qi
σai

∑

m∈V

wmµml
(k)
m

)

exp
(σTi

ǫ
ξk(zi − zi+1)

)

=
∑

m∈V

wmµml
(k)
m ψ̃m(zi+1) −

qi
σai

∑

m∈V

wmµml
(k)
m , k > 0 (37a)

(

∑

m∈V

wmµml
(k)
m ψ̃m(zi+1) −

qi
σai

∑

m∈V

wmµml
(k)
m

)

exp
(σTi

ǫ
ξk(zi+1 − zi)

)

=
∑

m∈V

wmµml
(k)
m ψ̃m(zi) −

qi
σai

∑

m∈V

wmµml
(k)
m , k < 0. (37b)

The reason why we express the relations by (37a) and (37b) is to guarantee
that the coefficients would not become exponentially large when ǫ≪ 1. Since
the interface condition (16) requires ψ̃ to be continuous, i.e. two neighboring

intervals [zi−1, zi], [zi, zi+1] use a common ψ̃(zi), (37a)(37b) are in fact a
particular finite difference scheme.

2. When σai = 0, the general solution of the homogeneous equation (28) is

ψm(z) = c1 + c2

(σTi

ǫ
z − µm

)

+
∑

1≤|k|≤M−1

A(k)l(k)
m exp

(

−
σTi

ǫ
ξkz

)

. (38)

Here c1, c2, A
(n) are undetermined, the function 1 and σT i

ǫ
z−µm are solutions

of the eigenfunction equation (30) corresponding to the double root zero and

l
(k)
m are the eigenfunctions corresponding to the nonzero eigenvalues ξk which
is given by (12).

The special solution of the inhomogeneous equation (27), when σai = 0, is

ψm = −
3

2
σTiqiz

2 + 3ǫqiµmz −
ǫ2qi
σTi

(3µ2
m − 1). (39)

Thus the general solution of (27) becomes

ψm(z) = c1 + c2

(σTi

ǫ
z − µm

)

+
∑

1≤|n|≤M−1

A(n)l(n)
m exp

(

−
σTi

ǫ
ξnz

)

−
3

2
σTiqiz

2 + 3ǫqiµmz −
ǫ2qi
σTi

(3µ2
m − 1). (40)

The relation between ψ̃(zi) and ψ̃(zi+1) can be derived as follows:
At z = zi, (40) gives

ψ̃m(zi) = c1 + c2

(σTi

ǫ
zi − µm

)

+
∑

1≤|n|≤M−1

A(n)l(n)
m exp

(

−
σTi

ǫ
ξnzi

)

−
3

2
σTiqiz

2
i + 3ǫqiµmzi −

ǫ2qi
σTi

(3µ2
m − 1). (41)

For 1 ≤ |k| ≤ M − 1, multiplying both sides of (41) by wmµml
(k)
m , summing

over V and using the properties of l
(n)
m for σai = 0 in (14)(13), one gets

A(k) =
1

c(k)
exp

(σTi

ǫ
ξkzi

)

(

∑

m∈V

wmµml
(k)
m ψ̃m(zi) + 3ǫ2

qi
σTi

∑

m∈V

wmµ
3
ml

(m)
k

)

. (42)



44 SHI JIN, MIN TANG AND HOUDE HAN

Then multiplying (41) by wmµm and wmµ
2
m respectively and summing over

V , we obtain

c1 = −
3

2
σTiqiz

2
i + 9ǫ2

qi
σTi

∑

m∈V

wmµ
4
m − ǫ2

qi
σTi

+3
∑

m∈V

wmµm

(σTi

ǫ
zi + µm

)

ψ̃m(zi), (43)

c2 = 3ǫqizi − 3
∑

m∈V

wmµmψ̃m(zi). (44)

Similarly, A(k), c1, c2 can also be expressed in terms of ψ̃(zi+1) and we

consequently get the relations between ψ̃(zi) and ψ̃(zi+1):

exp
(σTi

ǫ
ξk(zi − zi+1)

)

(

∑

m∈V

wmµml
(k)
m ψ̃m(zi) + 3ǫ2

qi
σTi

∑

m∈V

wmµ
3
ml

(k)
m

)

=
∑

m∈V

wmµml
(k)
m ψ̃m(zi+1) + 3ǫ2

qi
σTi

∑

m∈V

wmµ
3
ml

(k)
m , k > 0 (45a)

exp
(σTi

ǫ
ξk(zi+1 − zi)

)

(

∑

m∈V

wmµml
(k)
m ψ̃m(zi+1) + 3ǫ2

qi
σTi

∑

m∈V

wmµ
3
ml

(k)
m

)

=
∑

m∈V

wmµml
(k)
m ψ̃m(zi) + 3ǫ2

qi
σTi

∑

m∈V

wmµ
3
ml

(k)
m , k < 0 (45b)

−
3

2
σTiqiz

2
i + 3

∑

m∈V

wmµm

(σTi

ǫ
zi + µm

)

ψ̃m(zi)

= −
3

2
σTiqiz

2
i+1 + 3

∑

m∈V

wmµm

(σTi

ǫ
zi+1 + µm

)

ψ̃m(zi+1), (45c)

3ǫqizi − 3
∑

m∈V

wmµmψ̃m(zi) = 3ǫqizi+1 − 3
∑

m∈V

wmµmψ̃m(zi+1). (45d)

These equations are also finite difference equations.

We have now derived the finite difference scheme whose solution is the exact so-
lution of (26). This is clearly a second order scheme for fixed ǫ. Consider the matrix
form of this special finite difference scheme, the unknowns should be arranged as

(

ψ̃−M (z0), · · · , ψ̃M (z0), · · · , ψ̃−M (zi), · · · , ψ̃M (zi), · · · , ψ̃−M (zN ), · · · , ψ̃M (zN )
)T

,

then the coefficient matrix of the finite difference equations becomes















0M IM
B0

1 B1
1

. . .
. . .

B0
N B1

N

IM 0M















,

where Bi
j (i = 0, 1; j = 1, · · · , N) are 2M × 2M matrices and 0M , IM represent the

M ×M zero matrix and identity matrix respectively.
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3.2. Asymptotic preservation. In fact, the new method solves (26) exactly. Let
ǫ ≪ 1, ∆z/ǫ ≫ 1. By using the same asymptotic analysis as for (3a) [30], the
solution of (26) inside the interval (zi, zi+1) can be expressed as

ψ̃m(z) = φ̃(z) − ǫ
µm

σ̃T

∂zφ̃(z) +O(ǫ2),

where ψ̃(z) satisfies the diffusion equation:

−
d

dz
(

1

3σ̃T

φ̃z) + σ̃aφ̃ = q̃, zi < z < zi+1, ∀i (46a)

subject to the boundary conditions

φ̃− ǫ λ
σ̃T
∂zφ̃

∣

∣

∣

z=zL

=
∑M

m=1 ψLmαm,

φ̃+ ǫ λ
σ̃T
∂zφ̃

∣

∣

∣

z=zR

=
∑−M

m=−1 ψRmαm.
(46b)

Here the extrapolation length λ and discrete H-function αm are the same as in
(9)(10). The same interface analysis in section 2 can be applied here as well, leading
to the connection conditions at the nodes as

φ̃(z−i ) = φ̃(z+
i ),

1

σ̃T

∂zφ̃(z−i ) =
1

σ̃T

∂zφ̃(z+
i ). (46c)

In particular, at the interface zi = 0,

φ̃(0−) = φ̃(0+),
1

σ̃T

∂zφ̃(0−) =
1

σ̃T

∂zφ̃(0+). (46d)

Clearly, (46) is consistent to the continuous diffusion limit (24). In fact it is basically
the scheme using the same idea of our new method for (24) [4]. From the classical
estimate of the continuous dependence of coefficients for elliptic equations, we have

‖φ− φ̃‖∞ < Cdif∆z,

where Cdif is some constant independent of ǫ. Then the method is AP.

Remark: Since the method is AP, an analysis similar to that of [14] implies that
it is uniformly convergent with respect to ǫ. Since it is of second order for (46), the
uniform convergence using the method of [14] is first order. In the next section, we
will prove a uniformly second order convergence.

4. Uniform quadratic convergence. In this section an error estimate for our
new method is given. We can prove that it has the quadratic convergence uniformly
with respect to ǫ, valid to the boundary. The main result is the following theorem.

Theorem 4.1. Consider the boundary-interface value problem of the discrete ordi-
nate equations (3) with solution ψ = (ψ−M , · · ·ψ−1, ψ1, · · · , ψM )T . Assume σT (z) >
0, σa(z) > 0, q(z) are piecewise C2 functions. Let σ̃T (z), σ̃a(z), q̃(z) be the piece-

wise cell-average constants defined in (25) and ψ̃ = (ψ̃−M , · · · , ψ̃−1, ψ̃1 · · · , ψ̃M )T

be the solution of (26) with the same boundary condition (3b). Then there exists an
ǫ0 > 0, s.t. if ǫ ≤ ǫ0, we have

‖ψ − ψ̃‖L∞([zL,zR]×V ) = max
z∈[zL,zR]

{

max
m∈V

{

|ψm − ψ̃m|
}

}

< Ctra∆z2.

Here Ctra is independent of ǫ and ∆z.
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Proof. Let the error em = ψm − ψ̃m. (3a) minus (26) gives

µm

dem

dz
+
σ̃T

ǫ
em −

(

σ̃T

ǫ
− ǫσ̃a

)

∑

n∈V

enwn

= −
σT − σ̃T

ǫ
ψm +

(

σT − σ̃T

ǫ
− ǫ

(

σa − σ̃a)

)

∑

n∈V

ψnwn + ǫ
(

q − q̃
)

≡ Qm, (47)

while the boundary conditions become

emL = em(zL) = 0, µm > 0 ; emR = em(zR) = 0, µm < 0. (48)

Step 1: We try to derive some moment equations of (47).
Introduce some moments:

ẽk =
∑

m∈V µmwml
(k)
m em, for 1 ≤ |k| ≤M − 1,

ẽ−M =
∑

m∈V wmµmem, ẽM =
∑

m∈V wmµ
2
mem,

(49)

where l
(k)
m are defined as in (12). Let

e = (e−M , · · · , eM )T , ẽ = (ẽ−M , · · · , ẽM )T . (50)

In order to find the equation that ẽ satisfies, we have to express e in terms of ẽ.
With c(k) (1 ≤ |k| ≤ M − 1) given in (14) and c(−M) = c(M) = 1/3, from (15), we
have for n ∈ V ,

∑

1≤|k|≤M−1

1

c(k)
l(k)
n ẽk +

µn

c(−M)
ẽ−M +

1

c(M)
ẽM

=
∑

1≤|k|≤M−1

1

c(k)
l(k)
n

∑

m∈V

µmwml
(k)
m em +

µn

c(−M)

∑

m∈V

wmµmem (51)

+
1

c(M)

∑

m∈V

wmµ
2
mem

=
∑

m∈V

wmµmem

(

∑

1≤|k|≤M−1

1

c(k)
l(k)
n l(k)

m +
µn

c(−M)
+

µm

c(M)

)

= en. (52)

For m ∈ V , let

l(−M)
m = µm, l(M)

m = 1. (53)

(52) then is

en =
∑

k∈V

1

c(k)
l(k)
n ẽk. (54)

Write (47) in the following form:

µm

dem

dz
+
σ̃T

ǫ
em −

σ̃T

ǫ

∑

n∈V

enwn = −ǫσ̃a

∑

n∈V

enwn + Qm. (55)

For1 ≤ |k| ≤M − 1, multiplying both sides of (55) by wml
(k)
m and summing over V

give
∑

m∈V

wmµml
(k)
m

dem

dz
+
σ̃T

ǫ

∑

m∈V

wml
(k)
m em −

σ̃T

ǫ

∑

m∈V

wml
(k)
m

∑

n∈V

enwn

= −ǫσ̃a

∑

m∈V

wml
(k)
m

∑

n∈V

enwn +
∑

m∈V

wml
(k)
m Qm. (56)
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From (11)(12),

σ̃T

ǫ

∑

m∈V

wml
(k)
m em −

σ̃T

ǫ

∑

m∈V

wml
(k)
m

∑

n∈V

enwn

=
σ̃T

ǫ

(

∑

m∈V

wml
(k)
m em −

∑

m∈V

emwm

)

= ξk
σ̃T

ǫ

∑

m∈V

µmwml
(k)
m em.

Substituting this into (56) gives

∑

m∈V

wmµml
(k)
m

dem

dz
+ ξk

σ̃T

ǫ

∑

m∈V

µmwml
(k)
m em

= −ǫσ̃a

∑

m∈V

emwm +
∑

m∈V

wml
(k)
m Qm. (57)

Similarly, multiplying both sides of (55) by wm and wmµm, summing over V , one
gets

∑

m∈V

wmµm

dem

dz
= −ǫσ̃a

∑

m∈V

emwm +
∑

m∈V

wmQm, (58)

∑

m∈V

wmµ
2
m

dem

dz
+
σ̃T

ǫ

∑

m∈V

wmµmem =
∑

m∈V

wmµmQm, (59)

Substituting (49)(54) into (57)-(59) gives a system of equations that ẽk satisfy:

dẽk

dz
+ ξk

σ̃T

ǫ
ẽk = −ǫσ̃a

∑

m∈V

wm

∑

n∈V

1

c(n)
l(n)
m ẽn +

∑

m∈V

wml
(k)
m Qm

= −ǫσ̃a

∑

m∈V \{M}

1

c(m)
ẽm +

∑

m∈V

wml
(k)
m Qm, (60a)

dẽ−M

dz
= −ǫσ̃a

∑

m∈V \{M}

1

c(m)
ẽm +

∑

m∈V

wmQm, (60b)

dẽM

dz
+
σ̃T

ǫ
ẽ−M =

∑

m∈V

wmµmQm. (60c)

Step 2: Write the integral formulations of ẽ defined by (60), including its values
at the boundaries.

Let

α̃(z) =

∫ z

zL

σ̃T (x)dx. (61)

Using the method of integrating factor, for k = 1, · · · ,M−1, multiplying both sides

of (60a) by exp
(

α̃(z)
ǫ
ξk

)

and integrating from zL to z gives

ẽk(z) = exp
(

−
α̃(z)

ǫ
ξk

)

ẽk(zL) (62)

−ǫ

∫ z

zL

exp
( α̃(x) − α̃(z)

ǫ
ξk

)

σ̃a

∑

m∈V \{−M}

1

c(m)
ẽm dx

+

∫ z

zL

exp
( α̃(x) − α̃(z)

ǫ
ξk

)

∑

m∈V

wml
(k)
m Qm dx. (63)
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Similarly, for k = −M + 1, · · · ,−1, integrate from z to zR:

ẽk(z) = exp
( α̃(zR) − α̃(z)

ǫ
ξk

)

ẽk(zR)

+ǫ

∫ zR

z

exp
( α̃(x) − α̃(z)

ǫ
ξk

)

σ̃a

∑

m∈V \{−M}

1

c(m)
ẽm dx

−

∫ zR

z

exp
( α̃(x) − α̃(z)

ǫ
ξk

)

∑

m∈V

wml
(k)
m Qm dx. (64)

Integrating (60b)(60c) from zL to z gives

ẽ−M (z) = ẽ−M (zL) − ǫ

∫ z

zL

σ̃a

∑

m∈V \{−M}

1

c(m)
ẽm dx+

∫ z

zL

∑

m∈V

wmQm dx, (65)

ẽM (z) = −

∫ z

zL

σ̃T (x)

ǫ
ẽ−M (x) dx + ẽM (zL) +

∫ z

zL

∑

m∈V

wmµmQm dx. (66)

Like in (63)–(65), for (66), we would like to express ẽM (z) by its boundary data.
Substituting (65) into (66) gives

ẽM (z) +
α̃(z)

ǫ
ẽ−M (zL) −

∫ z

zL

σ̃T

∫ x

zL

σ̃a

∑

m∈V \{−M}

1

c(m)
ẽm dsdx

= −

∫ z

zL

σ̃T

ǫ

∫ x

zL

∑

m∈V

wmQm dsdx+ ẽM (zL) +

∫ z

zL

∑

m∈V

wmµmQm dx. (67)

In particular, when z = zR, (67) is

ẽM (zR) − ẽM (zL) +
α̃(zR)

ǫ
ẽ−M (zL)

=

∫ zR

zL

σ̃T

∫ x

zL

σ̃a

∑

m∈V \{−M}

1

c(m)
ẽm dsdx

−

∫ zR

zL

σ̃T

ǫ

∫ x

zL

∑

m∈V

wmQm dsdx+

∫ z

zL

∑

m∈V

wmµmQm dx. (68)

From (68) we can get an expression for ẽ−M (zL)/ǫ. Substituting it into (67), one
gets

ẽM (z) +
α̃(z)

α̃(zR)

∫ zR

zL

σ̃T

∫ x

zL

σ̃a

∑

m∈V \{−M}

1

c(m)
ẽm dsdx

−

∫ z

zL

σ̃T

∫ x

zL

σ̃a

∑

m∈V \{−M}

1

c(m)
ẽm dsdx

=
α̃(z)

α̃(zR)
ẽM (zR) +

(

1 −
α̃(z)

α̃(zR)

)

ẽM (zL)

+
α̃(z)

α̃(zR)

∫ zR

zL

σ̃T

ǫ

∫ x

zL

∑

m∈V

wmQm dsdx−

∫ z

zL

σ̃T

ǫ

∫ x

zL

∑

m∈V

wmQm dsdx

−
α̃(z)

α̃(zR)

∫ zR

zL

∑

m∈V

wmµmQm dx+

∫ z

zL

∑

m∈V

wmµmQm dx. (69)
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Formally, (63)(64)(65)(69) is the integral formulation of (60). Note that the left side
of the combination of these equations can be viewed as an ǫ-independent operator
acting on ẽ and all the perturbations of σT , σa, q occur in Qm. In order to prove
the convergence we have to find the explicit expressions of ẽ(zL), ẽ(zR) by Qm and
some operator acting on e.

Particularly, let z = zR, (63)(64)(65) become

ẽk(zR) − exp
(

−
α̃(zR)

ǫ
ξk

)

ẽk(zL)

= −ǫ

∫ zR

zL

σ̃a exp
( α̃(z) − α̃(zR)

ǫ
ξk

)

∑

m∈V \{−M}

1

c(m)
ẽmdz

+

∫ zR

zL

exp
( α̃(z) − α̃(zR)

ǫ
ξk

)

∑

m∈V

wml
(k)
m Qmdz, k = 1, · · · ,M − 1

(70a)

exp
( α̃(zR)

ǫ
ξk

)

ẽk(zR) − ẽk(zL)

= −ǫ

∫ zR

zL

σ̃a exp
( α̃(z)

ǫ
ξk

)

∑

m∈V \{−M}

1

c(m)
ẽmdz

+

∫ zR

zL

exp
( α̃(z)

ǫ
ξk

)

∑

m∈V

wml
(k)
m Qmdz, k = −M + 1, · · · ,−1.

ẽ−M (zR) − ẽ−M (zL) (70b)

= −ǫ

∫ zR

zL

σ̃a

∑

m∈V \{−M}

1

c(m)
ẽmdz +

∫ zR

zL

∑

m∈V

wmQmdz. (70c)

Furthermore, write (68) as follows

ǫẽM (zR) − ǫẽM (zL) + α̃(zR)ẽ−M (zL)

= ǫ

∫ zR

zL

σ̃T

∫ x

zL

σ̃a

∑

m∈V \{−M}

1

c(m)
ẽm dsdx

−

∫ zR

zL

σ̃T

∫ x

zL

∑

m∈V

wmQm dsdx + ǫ

∫ z

zL

∑

m∈V

wmµmQm dx. (70d)

and the boundary conditions of e using (54) imply

∑

k∈V
1

c(k) l
(k)
n ẽk(zL) = 0, for k = 1, · · · ,M

∑

k∈V
1

c(k) l
(k)
n ẽk(zR) = 0, for k = −M, · · · ,−1

. (70e)

Now (70) is a system of 4M linear equations with 4M unkonwns. Denote the right
hand side vector by Λ. It is obvious that ẽk(zL), ẽk(zR), k ∈ V can be determined
by Λ through some linear operators LLk and LRk (which are part of the inverse of
the coefficient matrix of (70)):

ẽk(zL) = LLkΛ, ẽk(zR) = LRkΛ.

Λ can be decomposed into two parts, one only contains the fluxes of Qm and the
other is some linear operator acting on ẽ. That is

Λ = ǫΛ(1)(ẽ) + Λ(2),
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where

Λ(1) = (Λ
(1)
−M , · · · ,Λ

(1)
M ), Λ(2) = (Λ

(2)
−M , · · · ,Λ

(2)
M ),

and Λ
(1)
k , Λ

(2)
k are given as follows:

When k = 1, · · · ,M − 1, let

Λ
(1)
k (f) = −

∫ zR

zL

σ̃a exp
( α̃(z) − α̃(zR)

ǫ
ξk

)

∑

m∈V \{−M}

1

c(m)
fmdz,

Λ
(2)
k =

∫ zR

zL

exp
( α̃(z) − α̃(zR)

ǫ
ξk

)

∑

m∈V

wml
(k)
m Qmdz,

where f = (f−M , · · · , f−1, f1, · · · , fM ) ∈ R
2M . When k = −M + 1, · · · ,−1,

Λ
(1)
k (f) = −

∫ zR

zL

σ̃a exp
( α̃(z)

ǫ
ξk

)

∑

m∈V \{−M}

1

c(m)
fmdz

Λ
(2)
k =

∫ zR

zL

e
α̃(z)

ǫ
ξk

∑

m∈V

wml
(k)
m Qmdz.

Moreover

Λ
(1)
−M (f) = −

∫ zR

zL

σ̃a

∑

m∈V \{−M}

1

c(m)
fmdz, Λ

(2)
−M =

∫ zR

zL

∑

m∈V

wmQmdz,

Λ
(1)
M (f) =

∫ zR

zL

σ̃T

∫ z

zL

σ̃a

∑

m∈V \{−M}

1

c(m)
fmdxdz,

Λ
(2)
M = −

∫ zR

zL

σ̃T

∫ z

zL

∑

m∈V

wmQmdxdz + ǫ

∫ zR

zL

∑

m∈V

wmµmQmdz.

Then

ẽk(zL) = LLkΛ = ǫLLkΛ(1)(ẽ) + LLkΛ(2), ẽk(zR) = LRkΛ = ǫLRkΛ(1)(ẽ)+ LRkΛ(2).
(71)

Now we have found the expressions of ẽk(zL), ẽk(zR) through the linear operators
LLk, LRk. The combination of (63)(64)(65)(69) can be written in the vector form

Πẽ(z) = Θ(z) + ǫΩẽ(z),

where

(Πf)k =











fk, k = −M, · · · ,M − 1
fM −

∫ z

zL
σ̃T

∫ x

zL
σ̃a

∑

m∈V \{−M}
1

c(m) fm dsdx

+ α̃T (z)
α̃(zR)

∫ zR

zL
σ̃T

∫ x

zL
σ̃a

∑

m∈V \{−M}
1

c(m) fm dsdx, k = M

,

(72)
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Θk(z) =


























































exp
(

− α̃(z)
ǫ
ξk

)

LLkΛ(2) +
∫ z

zL
exp

(

α̃(x)−α̃(z)
ǫ

ξk
)
∑

m∈V wml
(k)
m Qm dx,

k = 1, · · · ,M − 1

exp
(

α̃(zR)−α̃(z)
ǫ

ξk
)

LRkΛ(2) −
∫ zR

z
exp

(

α̃(x)−α̃(z)
ǫ

ξk
)
∑

m∈V wml
(k)
m Qm dx,

k = −M + 1, · · · ,−1

LL(−M)Λ
(2) +

∫ z

zL

∑

m∈V wmQm dx, k = −M
α̃(z)

α̃(zR)LRMΛ(2) +
(

1 − α̃(z)
α̃(zR)

)

LLMΛ(2)

+ α̃(z)
α̃(zR)

∫ zR

zL

σ̃T

ǫ

∫ x

zL

∑

m∈V wmQm dsdx− α̃(z)
α̃(zR)

∫ zR

zL

∑

m∈V wmµmQm dx

−
∫ z

zL

σ̃T

ǫ

∫ x

zL

∑

m∈V wmQm dsdx+
∫ z

zL

∑

m∈V wmµmQm dx, k = M

(73)

and

(Ωf)k(z) =























































exp
(

− α̃(z)
ǫ
ξk

)

LLkΛ(1)(f)

−
∫ z

zL
exp

(

α̃(x)−α̃(z)
ǫ

ξk
)

σ̃a

∑

m∈V \{−M}
1

c(m) fm dx,

k = 1, · · · ,M − 1

exp
(

α̃(zR)−α̃(z)
ǫ

ξk
)

LRkΛ(1)(f)

+
∫ zR

z
exp

(

α̃(x)−α̃(z)
ǫ

ξk
)

σ̃a

∑

m∈V \{−M}
1

c(m) fm dx,

k = −M + 1, · · · ,−1

LL(−M)Λ
(1)(f) −

∫ z

zL
σ̃a

∑

m∈V \{−M}
1

c(m) fm dx, k = −M
α̃(z)

α̃(zR)LRMΛ(1)(f) +
(

1 − α̃(z)
α̃(zR)

)

LLMΛ(1)(f), k = M

.

(74)
Π, Ω are operators. It is obvious that Π is invertible (since it is diagonal except the
last row) and independent of ǫ, thus

ẽ(z) = Π−1Θ(z) + ǫΠ−1Ωẽ(z). (75)

Step 3: A Neumann series can be constructed corresponding to (75):

ẽ(z) =

∞
∑

i=0

ẽ(i)(z) (76)

with
ẽ(0)(z) = Π−1Θ(z)

and
ẽ(i)(z) = (ǫΠ−1Ωẽ(i−1))(z) = ǫi

(

Π−1Ω)iΘ(z)
)

. (77)

If the sum in (76) is convergent, (76) is just the solution of (75) [6].
In order to prove the convergence of the Neumann series, we study the properties

of the terms in the Neumann series. We first establish several lemmas.

Lemma 4.2. For an interval [zi, zi+1], assume ∆z = |zi+1− zi|, f ∈ C2([zi, zi+1]),
g ∈ C1([zi, zi+1]), and η ∈ [zi, zi+1] satisfies

f(η) = f̃ =
1

∆z

∫ zi+1

zi

fdz.

Then, for x ≥ zi+1
∫ zi+1

zi

(

f − f̃
)

g dz ∼ O(∆z3),
∫ zi+1

zi
e

α̃(z)−α̃(x)
ǫ

ξ
(

f − f̃
)

g dz ∼ ξ
ǫ
O(∆z3), ξ > 0

∫ zi+1

zi
e

α̃(z)
ǫ

ξ
(

f − f̃
)

g dz ∼ ξ
ǫ
O(∆z3), ξ < 0

(78)
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Proof. From the definition of η
∫ zi+1

zi

f dz =

∫ zi+1

zi

(

f(η) + f ′(η)(z − η) +O(∆z2)
)

dz

= f(η)∆z +
1

2
f ′(η)(zi + zi+1 − 2η)∆z +O(∆z3) = f(η)∆z.

Thus
f ′(η)(zi + zi+1 − 2η) ∼ O(∆z2).

Then
∫ zi+1

zi

(

f − f̃
)

g dz =

∫ zi+1

zi

(

f ′(η)(z − η) +O(∆z2)
)(

g(η) +O(∆z)
)

dz ∼ O(∆z3).

Assume y1, y2 < 0, it is easy to check that

| exp(y1) − exp(y2)| < exp(max{y1, y2})|y1 − y2|.

By using this fact, when ξ > 0 we have
∫ zi+1

zi

exp
( α̃(z) − α̃(x)

ǫ
ξ
)(

f − f̃
)

g dz

= exp
( α̃(zi+1) − α̃(x)

ǫ
ξ
)

∫ zi+1

zi

exp
(

−
σTi

ǫ
ξ(zi+1 − z)

)

·
(

f ′(η)(z − η) +O(∆z2)
)(

g(η) +O(∆z)
)

dz

= exp
( α̃(zi+1) − α̃(x)

ǫ
ξ
)

(

exp
(

−
σTi

ǫ
ξ(zi+1 − η)

)

·
(1

2
f ′(η)g(η)

(

zi + zi+1 − 2η
)

+O(∆z2)
)

∆z

+f ′(η)g(η)

∫ zi+1

zi

(

exp
(

−
σTi

ǫ
ξ(zi+1 − z)

)

− exp
(

−
σTi

ǫ
ξ(zi+1 − η)

)

)

·
(

(z − η) +O(∆z2)
)

dz

)

∼ exp
( α̃(η) − α̃(x)

ǫ
ξ
)

O(∆z3) +
ξ

ǫ
O(∆z3) ∼

ξ

ǫ
O(∆z3).

The result for ξ < 0 can be obtained similarly.

Lemma 4.3. For the linear operator LLm, LRm defined in (71), we have

‖LLm‖∞ ≤ Cl, ‖LRm‖∞ ≤ Cl, ∀m ∈ V

where Cl is a constant independent of ǫ and ∆z.

Proof. The linear operators LLk, LRk defined in (71) arise in inverting the coefficient
matrix of the following system of linear equations:

ẽk(zR) − exp
(

−
α̃(zR)

ǫ
ξk

)

ẽk(zL) = bk, 1 ≤ k ≤M − 1, (79a)

exp
( α̃(zR)

ǫ
ξk

)

ẽk(zR) − ẽk(zL) = bk, −M + 1 ≤ k ≤ −1 (79b)

ẽ−M (zR)− ẽ−M(zL) = b−M , ǫẽM (zR)−ǫẽM(zL)+ α̃(zR)e−M (zL) = bM , (79c)
∑

n∈V

1

c(n)
l
(n)
k ẽn(zL) = 0, k > 0,

∑

n∈V

1

c(n)
l
(n)
k ẽn(zR) = 0, k < 0 , (79d)
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with b = (b−M , · · · , bM )T being any vector.
Assume

∑

n∈V

1

c(n)
l
(n)
k ẽn(zL) = ak, k < 0,

∑

n∈V

1

c(n)
l
(n)
k ẽn(zR) = ak, k > 0.

Using (79d)(14)(13)(54), we have, for 1 ≤ |m| ≤M − 1,

∑

k>0

wkµkl
(m)
k ak =

∑

k∈V

wkµkl
(m)
k

∑

n∈V

1

c(n)
l
(n)
k ẽn(zR)

=
∑

n∈V

1

c(n)
ẽn(zR)

∑

k∈V

wkµkl
(m)
k l

(n)
k = ẽm(zR),

∑

k<0

wkµkl
(m)
k ak =

∑

k∈V

wkµkl
(m)
k

∑

n∈V

1

c(n)
l
(n)
k ẽn(zL)

=
∑

n∈V

1

c(n)
ẽn(zL)

∑

k∈V

wkµkl
(m)
k l

(n)
k = ẽm(zL),

and for |m| = M ,

∑

k>0

wkµkak =
∑

k∈V

wkµk

∑

n∈V

1

c(n)
l
(n)
k ẽn(zR) = ẽ−M (zR),

∑

k>0

wkµ
2
kak =

∑

k∈V

wkµ
2
k

∑

n∈V

1

c(n)
l
(n)
k ẽn(zR) = ẽM (zR),

∑

k<0

wkµkak = ẽ−M (zL),
∑

k<0

wkµ
2
kak = ẽM (zL).

Inserting these into (79) gives

exp
( α̃(zR)

ǫ
ξm

)

∑

k>0

wkµkl
(m)
k ak −

∑

k<0

wkµkl
(m)
k ak = bm, −M + 1 ≤ m ≤ −1,

∑

k>0

wkµkl
(m)
k ak − exp

(

−
α̃(zR)

ǫ
ξm

)

∑

k<0

wkµkl
(m)
k ak = bm, 1 ≤ m ≤M − 1,

∑

k>0

wkµkak −
∑

k<0

wkµkak = b−M ,

ǫ
∑

k>0

wkµ
2
kak − ǫ

∑

k<0

wkµ
2
kak + α̃(zR)

∑

k<0

wkµkak = bM .

Let a = (a−M , · · · , aM ), E1 = diag
{

exp
(

α̃(zR)
ǫ

ξ−M+1

)

· · · , exp
(

α̃(zR)
ǫ

ξ−1

)}

and

E2 = diag
{

exp
(

− α̃(zR)
ǫ

ξ1
)

, · · · , exp
(

− α̃(zR)
ǫ

ξM−1

)}

. From the symmetry of wn,
µn, ξn, the above system of equations is equivalent to

Ba = b, (80)

where

B =











−(wkµk)k<0 (wkµk)k>0

−
(

wkµkl
(m)
k

)

−M+1≤m≤−1,k<0
E1

(

wkµkl
(m)
k

)

−M+1≤m≤−1,k>0

−E2

(

wkµkl
(m)
k

)

1≤m≤M−1,n<0

(

wkµkl
(m)
k

)

1≤m≤M−1,k>0

−(ǫwkµ
2
k + α̃(zR)wkµk)k<0 (ǫwkµ

2
k)k>0











. (81)
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Then

|ẽm(zR)| ≤ max
k>0

{|ak|}
∑

k>0

|wkµkl
(m)
k | ≤ ‖a‖∞

∑

k>0

|wkµkl
(m)
k |

≤ ‖B−1‖∞‖b‖∞
∑

k>0

|wkµkl
(m)
k | ,

and

ẽ−M (zR) ≤ ‖B−1‖∞‖b‖∞
∑

k>0

|wkµk|, ẽM (zR) ≤ ‖B−1‖∞‖b‖∞
∑

k>0

|wkµ
2
k|.

For any vector b, we have

‖LRm‖∞ ≤
∑

k>0

|wkµkl
(m)
k |‖B−1‖∞.

Now what remains is to prove ‖B−1‖∞ is uniformly bounded with respect to ǫ.
Firstly, we recall a basic lemma in matrix theory (see for [16]). Assume D1, D2 ∈

R
n×n. If D1 is invertible and ‖D−1

1 ‖∞ ≤ β1, ‖D1 − D2‖∞ ≤ β2, β1β2 < 1, then

D2 is invertible and ‖D−1
2 ‖∞ ≤ β1

1−β1β2
. For the matrix B given in (81), we can

decompose it into B = B1 +B2, where

B1 =











−(wkµk)k<0 (wkµk)k>0

−
(

wkµkl
(m)
k

)

−M+1≤m≤−1,k<0
0

0
(

wkµkl
(m)
k

)

1≤m≤M−1,k>0

−α̃(zR)(wkµk)k<0 0











,

B2 =











0 0

0 E1

(

wkµkl
(m)
k

)

−M+1≤m≤−1,k>0

−E2

(

wkµkl
(m)
k

)

1≤m≤M−1,k<0
0

−(ǫwkµ
2
k)k<0 (ǫwkµ

2
k)k>0











.

Since all columns of B1 are linearly independent and no ǫ term appears, B1 is
invertible and ‖B−1

1 ‖∞ is independent of ǫ. When ǫ becomes small ‖B2‖∞ either
decays exponentially in ǫ because of the elements of E1, E2 or linearly. There exists
ǫ0 < 1 such that when ǫ < ǫ0, ‖B

−1
1 ‖∞‖B2‖∞ < 1/2. Thus ‖B−1‖∞ < 2‖B−1

1 ‖∞,
which is uniformly bounded with respect to ǫ. Thus we complete the proof for LRm.
The proof for LLm is almost the same.

According to the diffusion theory of discete-ordinate equations [14], the solution
of (3) ψm can be written as

ψm = φ− ǫ
µm

σT

dφ

dz
+ ǫ2gm + γLm + γR−m. (82)

Here φ is the solution of the diffusion equation (24). γLm,γRm are the boundary
layer correctors which decay exponentially to zero as z → ∞, and each satisfies a
half-space problem of the form

µm∂xγm + γm −
∑

n∈V

wnγn = 0 (83a)

over (0,∞) × V with boundary conditions

γLm = ψLm − φ(zL) + ǫ
µm

σT (zL)
∂zφ(zL), for m > 0 (83b)
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γRm = ψRm − φ(zR) − ǫ
µm

σT (zL)
∂zφ(zL), for m > 0 (83c)

where

x =
α(z)

ǫ
=

1

ǫ

∫ z

zL

σT (s)ds. (84)

The next lemma establishes the uniform boundedness of gm.

Lemma 4.4. For gm defined in (82), we have

‖gm‖L∞([zL,zR]×V ) < Cg,

where Cg is independent of ǫ.

Proof. It has been shown in Theorem 3.2 in [14] that, when there is no interface,
‖gm‖L∞([zL,zR]×V ) is uniformly bounded with respect to ǫ. With an interface at
z = 0, since there is no sharp interface layer on both sides of the interface, by the
same analysis as in [14], if

∥

∥

∥

( 1

σT

d

dz

)k

φ
∥

∥

∥

L∞([zL,zR]\0)
, k = 1, 2, 3, 4 (85)

are uniformly bounded, we have ‖gm‖L∞([zL,zR]×V ) uniformly bounded.
The maximum of φ in [zL, zR] is at the boundary, or the interface or the interior

of the domain. If it is at the boundary, we have ∂zφ|zL
< 0 or ∂zφ|zR

> 0. From
(24b),

‖φ‖L∞[zL,zR] < max{
M
∑

m=1

ψLmwm,
−M
∑

m=−1

ψRmwm} ≤ max(‖ψL‖, ‖ψR‖) .

If the maximum is at the interface z = 0, since ∂zφ(0−), ∂zφ(0+) have the same sign
by the interface condition (24c), φ will decrease or increase simultaneously on both
sides of the interface. Then ∂zφ(0+) = ∂zφ(0−) = 0 and ∂2

zφ(0+), ∂2
zφ(0−) < 0.

Thus (24a) gives ‖φ‖L∞[zL,zR] < ‖ q
σa

‖L∞[zL,zR]. This also holds when the maxi-

mum occurs at neither boundary nor interface points. In summary, ‖φ‖L∞[zL,zR]

is bounded independent of ǫ. Use the same discussion as in Lemma 2.1 in [14], we
have that

∥

∥

∥

( 1

σT

d

dz

)k

φ
∥

∥

∥

L∞([zL,zR]\0)
, k = 1, 2, 3, 4

are also uniformly bounded. The lemma is proved.

Lemma 4.5. For Θ defined in (73), we have

‖Θ‖L∞([zL,zR]×V ) < Cθ∆z
2,

where Cθ is some constant independent of ǫ, ∆z.

Proof. It is obvious that the integrals in the definition of Λ
(2)
k can be divided into

the sum of
∫ zi+1

zi
, i = 0, 1, · · · , N−1. So do the integrals in the definition of Θk (73),

by assuming z ∈ (zj , zj+1], can be divided into the sum of
∫ zi+1

zi
, i = 0, · · · , j − 1

and
∫ z

zj
. When 1 ≤ k ≤ M − 1, all integrals in Λ

(2)
k and Θk defined in the interval

[zi, zi+1] can be controlled by some constant multiplying
∫ zi+1

zi

e
α̃(z)−α̃(zi+1)

ǫ
ξk

∑

m∈V

wml
(k)
m Qmdz. (86)
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Let ∆z = |zi+1 − zi|. Inserting (82) into the definition of Qm in (47) gives

Qm

= −
σT − σ̃T

ǫ

(

φ− ǫ
µm

σT

dφ

dz
+ ǫ2gm + γLm + γRm

)

+ ǫ(q − q̃)

+

(

σT − σ̃T

ǫ
− ǫ(σa − σ̃a)

)

(

φ+ ǫ2
∑

n∈V

wngn +
∑

n∈V

wmγLm +
∑

n∈V

wmγRm

)

=
σT − σ̃T

σT

µm

dφ

dz
− ǫ(σa − σ̃a)

(

φ+ ǫ2
∑

n∈V

wngn

)

+ǫ(σT − σ̃T )
(

∑

n∈V

wngn − gm

)

+ ǫ(q − q̃)

−
σT − σ̃T

ǫ

(

γLm −
∑

n∈V

wnγLn + γRm −
∑

n∈V

wnγRn

)

(87)

Using the eigenfunction (11), the definition of (12) and (13), one gets

∑

m∈V

wml
(k)
m Qm = −

σT − σ̃T

ǫ
ξk

(

∑

m∈V

wmµml
(k)
m γLm +

∑

m∈V

wmµml
(k)
m γRm

)

+ǫ
(

(σT − σ̃T )
∑

m∈V

wmgm − (σa − σ̃a)φ+ (q − q̃)
)

−ǫ3(σa − σ̃a)
∑

m∈V

wmgm − ǫ(σT − σ̃T )
∑

m∈V

wml
(k)
m gm.

In order to estimate (86), firstly consider

−

∫ zi+1

zi

exp
( α̃(x) − α̃(zi+1)

ǫ
ξk

)σT − σ̃T

ǫ
ξk

∑

m∈V

wmµml
(k)
m γLm.

Similar to the derivation from (55) to (57), multiplying both sides of (83a) by wml
(k)
m

and summing over V gives

∂x

(

∑

m∈V

wmµml
(k)
m γLm

)

+ ξk
∑

m∈V

wmµml
(k)
m γLm = 0.

Then
∑

m∈V

wmµml
(k)
m γLm = C exp(−ξx) = C exp

(

−
ξk
ǫ
α(z)

)

,

where C is a constant depending only on the boundary data and α(z) is given in (84).
From the definition of σ̃T in (25), α̃(z) (61), α(z) (84), we have σT (z) = ∂zα(z),
σ̃T (z) = ∂zα̃(z) and α̃(zj) = α(zj), ∀j. Thus,

−

∫ zi+1

zi

exp
( α̃(z) − α̃(zi+1)

ǫ
ξk

)σT − σ̃T

ǫ
ξk

∑

m∈V

wmµml
(k)
m γLmdz

= −C exp
(

−
α̃(zi+1)

ǫ
ξk

)

∫ zi+1

zi

σT − σ̃T

ǫ
ξk exp

( α̃(z) − α(z)

ǫ
ξk

)

dz

= C exp
(

−
α̃(zi+1)

ǫ
ξk

)(

exp
( α̃(zi+1) − α(zi+1)

ǫ
ξk

)

− exp
( α̃(zi) − α(zi)

ǫ
ξk

))

= 0. (88)
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Note the cancelation in (88) is exactly due to the definition of σ̃T (x) as in (25).
From Lemma 4.2, we have

∫ zi+1

zi

exp
( α̃(x) − α̃(zi+1)

ǫ
ξk

)

∑

m∈V

wml
(k)
m Qmdx ∼ O(δz3) , (89)

by using (88). The same results hold for −M + 1 ≤ k ≤ −1.
Moreover, we also need to estimate

∫ zi+1

zi

∑

m∈V

wmµmQmdsdx,

∫ zi+1

zi

∑

m∈V

wmQmdsdx

that appear in the integrals in Λ
(2)
M and ΘM when confined in [zi, zi+1]. Multiplying

both sides of (83a) by wm and summing over V gives

∂x

(

∑

m∈V

wmµmγm

)

= 0.

Then, since γm decays exponentially to zero,
∑

m∈V wmµmγm = 0 over [0,∞), thus,
from (87),

∫ zi+1

zi

∑

m∈V

wmµmQmdsdx

=

∫ zi+1

zi

(σT − σ̃T

3σT

dφ

dz
− ǫ(σT − σ̃T )

∑

m∈V

wmµmgm

)

dsdx ∼ O(∆z3), (90)

∫ zi+1

zi

∑

m∈V

wmQmdsdx

=

∫ zi+1

zi

(

(σa − σ̃a)
(

φ+ ǫ2
∑

n∈V

wngn

)

− (q − q̃)
)

dsdx ∼ ǫO(∆z3). (91)

In summary Λ
(2)
k is O(∆z2) for 1 ≤ |k| ≤ M , namely, ‖Λ(2)‖∞ ∼ O(∆z2). And

Lemma 4.3 implies LLmΛ(2) ∼ ∆z2, LRmΛ(2) ∼ ∆z2. When z ∈ [zj, zj+1], the
analogous estimate of

∫ z

zj
∼ O(∆z2) or ǫO(∆z2) is easy to obtain. Then by using

(89)-(91), a similar discussion shows that the integrals appearing in the definition
of Θk in (73) are also of order ∆z2. Therefore we prove our result.

Now we are ready to prove Theorem 4.1. From the definition of Ω, Π, Λ(1) and
Lemma 4.3, it is obvious that

‖Ω‖∞ < Cω, ‖Π−1‖∞ < Cπ (92)

where Cω, Cπ are constants independent of ∆z and ǫ. (77) implies
∥

∥ẽ(i)(z)
∥

∥

L∞([zL,zR]×V )
= ǫi

∥

∥(Π−1Ω)iΘ(z)
∥

∥

L∞([zL,zR]×V )

≤ ǫi‖Π−1Ω‖i
∞‖Θ‖L∞([zL,zR]×V ).

Assume when ǫ < ǫ0, ǫ‖Π
−1Ω‖∞ ≤ ǫ‖Π−1‖∞‖Ω‖∞ < 1. Using the Neumann series

(76) and Lemma 4.5, one gets

‖ẽ‖∞ <

∞
∑

i=0

‖ẽ(i)‖∞ <

∞
∑

i=0

(

‖Π−1‖∞Cωǫ
)i

‖Θ‖∞ =
1

1 − ‖Π−1‖∞Cωǫ
‖Θ‖∞

<
Cθ

1 − ‖Π−1‖∞Cωǫ
∆z2.
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Figure 1. Example 1. The numerical solutions of ρ(z) for ǫ =
0.1, 0.01, 0.001 are plotted by the solid line, dashed line and dotted
line respectively.

Then, following the fact that the coefficients in (54) are independent of ǫ, we com-
plete our proof.

Remark 1. The result stated in Theorem 4.1 is not only an improvement of the
result of [14] for the convergence rate. Moreover, it shows that even if the boundary
layer is not numerically resolved, we still have a second order convergence. This
latter property is the unique feature of the new method due to the use of the exact
solution in each cell.

5. Numerical examples. In this section, we present numerical results for several
problems chosen to verify the performance of the scheme described above. In all
the test problems we have used the S16 standard Gaussian quadrature set for the
velocity space. As usual, the “exact” solutions were obtained using a much finer,
resolved grid in space. In all the figures we plot and errors in the tables we display
the average density defined by

ρ(z) =
∑

m∈V

wmψm(z).

We shall consider three transport problems in slab geometry.

Example 1

z ∈ [0, 1]. ψm(0) = 0, µm > 0; ψm(1) = 0, µm < 0,

σT = 10, σa = 10, q = 10, ǫ = 0.1, z ∈ [0, 0.5]

σT = 1, σa = 0, q = 0, ǫ = 0.1. z ∈ [0.5, 1]

In this problem we have a slab with a flat interior source adjoining a purely
scattering slab with no interior source. It is obvious that the method gives the
exact solution for this example since σT , σa, q are piecewise constants. The results
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Figure 2. Example 2. Numerical solutions of the new method
with ∆z = 1/4 are represented by circles, while the solid line is the
’exact’ solution which is calculated by the same numerical method
with ∆z = 1/256

of ǫ = 0.1, 0.01, 0.001 are given in Figure 1. One can see that there is no exponential
change near the interface as ǫ → 0, indicating no interface layer on both sides of
the interface (which is what we showed in Section 2). Note that the solutions of
ǫ = 0.01 and ǫ = 0.001 are quite close, since they are both close to the diffusion
limit. One can also see that the solution is continuous while the first derivatives
jump at the interface.

Example 2

z ∈ [0, 2] . ψm(0) = 0, µm > 0; ψm(2) = 0, µm < 0

σT = 10z + 1, σa = 1 + z, q = 10, ǫ = 0.01, z ∈ [0, 1] ;

σT = z, σa = 1, q = 0, ǫ = 0.01. z ∈ [1, 2] .

In this problem, the source term and the scattering cross section depend on z.
The reference ’exact’ solution is obtained by the new method with a very fine mesh,
∆z = 1/256. We can see from Figure 2 that accurate numerical results can be
obtained by coarse meshes. The numerical errors of this method for different ∆z
are listed in Table 1. It is obvious that the convergent order of this method is two,
which agrees with our error estimate. The L∞ norm of the errors for different ǫ and
∆z are listed in Table 2. The uniform quadratic convergence is easy to see.
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∆z ‖Error‖∞
2−2 0.0945

2−3 0.0238

2−4 0.0059

2−5 0.0014

Table 1. Example 2. The error between the “exact” solution and
the numerical solutions computed by the new method with differ-
ent ∆z. Here the ’exact solution’ is given by the same numerical
method with ∆z = 1/256.

ǫ
∆z

1 0.1 0.01

2−2 0.27615 0.00776 0.0945

2−3 0.0865 0.0197 0.0238

2−4 0.0230 0.0050 0.0059

2−5 0.0056 0.0012 0.0014

Table 2. Example 2. The L∞ norm of the errors between the
“exact” solution and the numerical solutions computed by the new
method with different ∆z for different ǫ, where the ’exact solution’
is calculated by the same numerical method with ∆z = 1/256.

Example 3

z ∈ [0, 1]. ψm(0) = 5µm, µm > 0; ψm(1) = 0, µm < 0

σT = 1 + (10z)2, σa = 1 + (10z)2, q = 0, ε1 = 0.01, z ∈ [0, 0.2] ;

σT = 1, σa = z, q = 2, ε2 = 1. z ∈ [0.2, 1] .

In this example the mean free paths are different at the two sides of the interface. We
can see clearly in Figure 3 that our new method still gives a good result and a good
description of the internal layer and of the boundary layer, even if the boundary
layer is not resolved numerically. The error between the exact solution and the
numerical solutions computed by this method with different ∆z for different ǫ are
shown in the Table 3. Here the ’exact’ solution refers to the result computed by
this numerical method when ∆z = 1/200.

∆z ‖Error‖∞
1/5 2.854 ∗ 10−2

1/10 7.268 ∗ 10−3

1/20 1.813 ∗ 10−3

1/40 4.400 ∗ 10−4

Table 3. Example 3. The error between the “exact” solution and
the numerical solutions computed by the new method with different
∆z , where the ’exact’ solution refers to the result computed with
∆z = 1/200

6. Conclusion. In this paper, we proposed a new method for the discrete-ordinate
linear transport equation with boundary and interface. The main idea is to first
approximate the scattering coefficients using their cell averages, and then solve the
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Figure 3. Example 3. Numerical solutions of our new method
with ∆z = 1/10 are represented by circles, while the “exact” solu-
tion is represented by the solid lines.

local equation in each cell exactly. Numerical solutions at different cells are pieced
together using the interface condition which requires the density distribution to be
continuous. This method is shown to be asymptotic-preserving, thus captures the
correct diffusion limit with the correct interface condition. Moreover, we prove the
this method converges quadratically, uniformly in the mean free path. This result
is sharp, in contrast to the previous analysis [14] in the same direction. Moreover,
the method converges even if the boundary layer is not numerically resolved.

This method can be used in time-dependent problems directly. By discretizing
the time derivative with backward Euler method and making the piecewise con-
stant coefficients approximation, we can solve the obtained system of ODE for each
time step analytically. In the future we will also extend this method to two space
dimensions [34], the time-dependent and some other related transport equations.

Acknowledgements. The second author thanks Prof. Zhongyi Huang for many
helps during the preparation of this work.

Appendix.

Theorem 6.1. Consider the equation

∑

n∈V

wn

1 − µnξ
=

1

r
. (93)

1. When r < 1, (93) has 2M simple roots occur in positive/negative pairs, let

them be ξn (1 ≤ |n| ≤M). Assume l
(n)
m = 1

1−µmξn
, we have

∑

m∈V

wmµml
(k)
m l(n)

m =

{

0 n 6= k

c(k) n = k
, (94)



62 SHI JIN, MIN TANG AND HOUDE HAN

where c(k) satisfy

∑

k∈V

1

c(k)
l(k)
m l(k)

n =

{

0 m 6= n
1

wnµn
m = n

. (95)

2. When r = 1, (93) has 2M − 2 simple roots appear in positive/negative pairs
while 0 is a double root. Assume ξn (1 ≤ n ≤M − 1) is the unique (positive,

simple) root in (1/µn+1, 1/µn), ξ−n = −ξn and l
(n)
m = 1

1−µmξn
. (94) still

holds for k, n ∈ {−M + 1, · · · ,M − 1}. Moreover, defining c(−M) = c(M) =
∑

m∈V wmµ
2
m = 1/3, we have

∑

1≤|k|≤M−1

1

c(k)
l(k)
n l(k)

m +
µn

c(−M)
+

µm

c(M)
=

{

0 m 6= n
1

wnµn
m = n

, (96)

and
∑

m∈V

µmwml
(k)
m = 0,

∑

m∈V

µ2
mwml

(k)
m = 0. (97)

Proof. Let

W =







w−M · · · wM

...
...

...
w−M · · · wM






, U =







µ−M

. . .

µM






,

A = U−1(I − rW ),

where I is the identity matrix of order 2M . Assume l(n) is the eigenvector of A
corresponding to ξn. Then

U−1(I − rW )l(n) = ξnl
(n)

holds and

l(n)
m =

r
∑

k∈V wkl
(n)
k

1 − ξnµm

, m ∈ V. (98)

Multiplying l
(n)
m by wm and summing over V give the eigenfunction as follows:

∑

m∈V

wm

1 − ξµm

=
1

r
,

which is just (93). The properties of (93)’s roots when r < 1 and r = 1 as shown in
the theorem have already been studied in [8]. From (98), let

l(n)
m =

1

1 − ξnµm

, l(n) = (l
(n)
−M , · · · , l

(n)
M ) (99)

is the eigenvector corresponding to ξn.
(i) When r < 1, A is diagonalizable. Let the eigenvalues satisfy ξn = ξ−n, for

n = 1, · · · ,M . Assume A = P−1DP , where

D = diag{ξ−M , · · · , ξ−1, ξ1, · · · , ξM}.

Then the nth column of P−1 is the eigenvector corresponding to ξn and P−1 can
be written as

[

(

P−1
)

mn

]

=

[

( 1

1 − ξnµm

)

mn

]

diag{c−M , · · · , c−1, c1, · · · , cM} . (100)
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Here ci are some constants, [(aij)mn] denotes the matrix whose element in row m
and column n is aij . Now consider AT , the eigenvalues of AT are the same as A.

Assuming ι(n) is the eigenvector of AT corresponding to ξn, we have

(I − rWT )U−1ι(n) = ξnι
(n).

Thus

ι(n)
m =

rµmwm

1 − µmξn

∑

k∈V

ιk
µk

,

and

ι(n)
m =

µmwm

1 − µmξn

is an eigenvector corresponding to ξn. Since AT = PTD(PT )−1, the nth column of
PT is the eigenvector of AT corresponding to ξn and P can be written as

[

(P )mn

]

= diag{c′−M , · · · , c′M}

[

( 1

1 − ξmµn

)

mn

]

diag{w−Mµ−M , · · · , wMµM}.

(101)
From (100)(101),

[

(

l(m)
n

)

mn

]

diag{w−Mµ−M , · · · , wMµM}
[

(

l(n)
m

)

mn

]

is equal to an diagonal matrix

diag
{ 1

c−Mc′−M

, · · · ,
1

c−1c′−1

,
1

c1c′1
, · · · ,

1

cMc′M

}

.

Let c(k) = 1
ckc′

k

,

[

(l(m)
n )mn

]

diag{w−Mµ−M , · · · , wMµM}
[

(l(n)
m )mn

]

diag
{ 1

c(−M)
, · · · ,

1

c(M)

}

,

[

(l(n)
m )mn

]

diag
{ 1

c(−M)
, · · · ,

1

c(M)

}[

(l(m)
n )mn

]

diag{w−Mµ−M , · · · , wMµM}

are identity matrices. This gives (94)(95).
(ii) When r = 1 in A, A is singular. We have to consider its Jordan Canonical

Form. Suppose A = P−1JP , where

J =





















ξ−M+1

. . .

ξM−1







(

0
1 0

)















, (102)

The eigenvector corresponding to ξn, 1 ≤ |n| ≤ M − 1, is still l(n) defined in (99).
Let i = (1, · · · , 1)T

2M×1 and u = (µ−M , · · · , µ−1, µ1, · · · , µM )T . It is easy to check

that Ai = 0 and Au = i, then P−1 can be written as

P−1 = [l(−M+1), · · · , l(M−1),u, i].

As for AT , we can get

P = diag{c(−M+1), · · · , c(M−1), c(−M), c(M)}[l(−M+1), · · · , l(M−1), i,u]T

×diag{w−Mµ−M , · · · , wMµM}

by a similar discussion. Since P−1P , PP−1 are identity matrices, (96)(97) are
obtained.



64 SHI JIN, MIN TANG AND HOUDE HAN

REFERENCES

[1] G. Bal and L. Ryzhik, Diffusion approximation of radiative transfer problems with interfaces,
SLAM J. App. Math., 60 (2000), 1887–1912.

[2] C. Bardos, R. Santos and R. Sentis, Diffusion approximation and computation of the critical
size, Trans. Amer. Math. Soc., 284 (1984), 617–649.

[3] R. C. De Barros, F. C. Da Silva and H. A. Filho, Recent advances in spectral nodal methods
for x,y-geometry discrete ordinates deep penetration and eigenvalue problems, Progress in
Nuclear Energy, 35 (1999), 293–331.

[4] A. E. Berger, J. M. Solomon and M. Ciment, An analysis of a uniformly accurate difference
method for a singular perturbation problem, Math. of Comput., 37 (1981), 79–94.

[5] A. E. Berger, H. Han and R. B. Kellogg, A priori estimates and analysis of a numerical
method for a turning point problem, Math. of Comput., 42 (1984), 465–492.

[6] K. M. Case and P. F. Zweifel, Existence and uniqueness theorems for the neutron transport
equation, J. Math. Phys., 4 (1963), 1376–1385.

[7] R. E. Caflisch, S. Jin and G. Russo, Uniformly accurate schemes for hyperbolic systems with
relaxations, SIAM J. Num. Anal., 34 (1997), 246–281.

[8] S. Chandrasekhar, “Radiative Transfer,” Dover, New York, 1960.
[9] P. Crispel, P. Degond and M.-H. Vignal, An asymptotic preserving scheme for the two-fluid

Euler-Poisson model in the quasineutral limit, J. Comp. Phys., 223 (2007), 208–234.
[10] P. Degond, S. Jin and J. G. Liu, Mach-number uniform asymptotic-preserving gauge schemes

for compressible flows, Bulletin of the Institute of Mathematics, Academia Sinica, New Series,
2 (2007), 851–892.

[11] P. Degond, S. Jin and M. Tang, On the time-splitting spectral method for the complex
Ginzburg-Landau equation in the large time and space scale limit, SIAM J. Sci. Comp., 30

(2008), 2466–2487.
[12] R. C. De Barros and E. W. Larsen, A numerical method for one-group slab-geometry discrete

ordinates problems with no spacial truncation error, Nucl .Sci. Eng., 104 (1990), 199–208.
[13] P. Edstrom, A fast and stable solution method for the radiative transfer problem, SLAM Rev.,

47 (2005), 447–468.
[14] F. Golse, S. Jin and C. D. Levermore, The convergence of numerical transfer schemes in

diffusive regimes I: Discrete-ordinate method, SLAM J. Numer. Anal., 36 (1999), 1333–1369.
[15] S. K. Godunov, A difference method for the numerical computation and discontinuous solu-

tions of the equations of hydrodynamics, Mat. Sb., 47 (1959), 271–306.
[16] G. H. Golub and C. F. Van Loan, “Matrix Computations,” Johns Hopkins University Press,

3rd edition, 1996.
[17] S. Jin, Runge-Kutta methods for hyperbolic conservation laws with stiff relaxation terms, J.

Comp. Phys., 122 (1995), 51–67.
[18] S. Jin, Efficient asymptotic-preserving (ap) schemes for some multiscale kinetic equations,

SLAM J. Sci. Comp., 21 (1999), 441–454.
[19] S. Jin and D. Levermore, The discrete-ordinate method in diffusive regimes, Transport theory

and statistical physics, 20 (1991), 413–439.
[20] S. Jin and C. D. Levermore, Fully-discrete numerical transfer in diffusive regimes, Transport

theory and statistical physics, 22 (1993), 739–791.
[21] S. Jin and C. D. Levermore, Numerical schemes for hyperbolic conservation laws with stiff

relaxation terms, J. Comp. Phys., 126 (1996), 449–467.
[22] S. Jin, L. Pareschi and G. Toscani, Diffusive relaxation schemes for discrete-velocity kinetic

equations, SLAM J. Num. Anal., 35 (1998), 2405–2439.
[23] S. Jin, L. Pareschi and G. Toscani, Uniformly accurate diffusive relaxation schemes for mul-

tiscale transport equations, SLAM. J. Numer. Anal., 38 (2001), 913–936.
[24] S. Jin, X. M. Liao and X. Yang, Computation of interface reflection and regular or diffuse

transmission of the planar symmetric radiative transfer equation with isotropic scattering
and its diffusion limit, SLAM J. Sci. Comp., 30 (2008), 1992–2017.

[25] S. Jin, X. Yang and G. W. Yuan, A domain decomposition method for a two-scale transport
equation with energy flux conserved at the interface, Kinetic and Related Models, 1 (2008),
65–84.

[26] R. B. Kellogg and Han Houde, Numerical analysis of singular perturbation problems, Hemi-
sphere Publ Corp, USA. Distributed outside North America by Springer-Verlag, (1983), 323–
335.

http://www.ams.org/mathscinet-getitem?mr=1763308&return=pdf
http://www.ams.org/mathscinet-getitem?mr=0743736 &return=pdf
http://www.ams.org/mathscinet-getitem?mr=0616361&return=pdf
http://www.ams.org/mathscinet-getitem?mr=0736447&return=pdf
http://www.ams.org/mathscinet-getitem?mr=0158716&return=pdf
http://www.ams.org/mathscinet-getitem?mr=1445737&return=pdf
http://www.ams.org/mathscinet-getitem?mr=0111583 &return=pdf
http://www.ams.org/mathscinet-getitem?mr=2314389 &return=pdf
http://www.ams.org/mathscinet-getitem?mr=2363981 &return=pdf
http://www.ams.org/mathscinet-getitem?mr=2429475 &return=pdf
http://www.ams.org/mathscinet-getitem?mr=2178636 &return=pdf
http://www.ams.org/mathscinet-getitem?mr=1706766&return=pdf
http://www.ams.org/mathscinet-getitem?mr=0119433&return=pdf
http://www.ams.org/mathscinet-getitem?mr=1417720 &return=pdf
http://www.ams.org/mathscinet-getitem?mr=1358521 &return=pdf
http://www.ams.org/mathscinet-getitem?mr=1718639 &return=pdf
http://www.ams.org/mathscinet-getitem?mr=1139994 &return=pdf
http://www.ams.org/mathscinet-getitem?mr=1238266&return=pdf
http://www.ams.org/mathscinet-getitem?mr=1404381&return=pdf
http://www.ams.org/mathscinet-getitem?mr=1655853 &return=pdf
http://www.ams.org/mathscinet-getitem?mr=1781209&return=pdf
http://www.ams.org/mathscinet-getitem?mr=2407150 &return=pdf
http://www.ams.org/mathscinet-getitem?mr=2383716&return=pdf


A METHOD FOR TRANSPORT EQUATION AND ITS DIFFUSION LIMIT 65

[27] A. Klar, An asymptotic induced scheme for nonstationary transport equations in the diffusive
limit, SLAM J. Num. Anal., 35 (1998), 1073–1094.

[28] P. Kubelka, New contribution to the optics of intensely light-scattering materials. Part I, J.
Opt. Soc. Amer., 38 (1948), 448–457.

[29] E. W. Larsen, Unconditionlly stable diffusion-synthetic acceleration methods for the slab ge-
ometry discrete ordinates equations. Part I: Theory, Nuclear Science and Engineering, 82

(1982), 47–63.
[30] E. W. Larsen, J. E. Morel and W. F. Miller Jr., Asymptotic solutions of numerical transport

problems in optically thick, diffusive regimes, J. Comput. Phys., 69 (1987), 283–324.
[31] E. W. Larsen and J. E. Morel, Asymptotic solutions of numerical transport problems in

optically thick, diffusive regimes II, J. Comput. Phys., 83 (1989), 212–236.
[32] L. Pareschi and G. Russo, Implicit-Explicit Runge-Kutta methods and applications to hyper-

bolic systems with relaxation, J. Sci. Comput., 25 (2005), 129–155.
[33] A. Schuster, Radiation through a foggy atmosphere, Astrophys. J., 21 (1905), 1–22.
[34] M. Tang, A uniform first order method for the discrete ordinate transport equation with

interfaces in X,Y geometry, submitted

Received August 2008; revised October 2008.

E-mail address: jin@math.wisc.edu

E-mail address: tangmin1002@gmail.com

E-mail address: hhan@math.tsinghua.edu.cn

http://www.ams.org/mathscinet-getitem?mr=1619859 &return=pdf
http://www.ams.org/mathscinet-getitem?mr=0025405&return=pdf
http://www.ams.org/mathscinet-getitem?mr=0888058&return=pdf
http://www.ams.org/mathscinet-getitem?mr=1010164 &return=pdf
http://www.ams.org/mathscinet-getitem?mr=2231946 &return=pdf

	1. Introduction
	2. The diffusion limit with interface
	3. The new method and its AP property
	3.1. Derivation of the method
	3.2. Asymptotic preservation

	4. Uniform quadratic convergence
	5. Numerical examples
	6. Conclusion
	Acknowledgements
	Appendix
	REFERENCES

