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Abstract: A model of fractional-order discontinuous impulsive delayed gene regulatory networks (GRNs) was investigated in this
paper. The impulsive perturbations were at fixed moments of time and measured the impulsive control effects which can be controlled
appropriately. A fractional-order modeling approach was applied and distributed delays were taken into account for greater model
flexibility. In this paper, rather than studying the classical Lyapunov-type stability of an equilibrium point, we addressed the extended
Lipschitz stability behavior of the considered GRNs. By applying the impulsive fractional Lyapunov functions technique, new criteria
were derived to ensure the global uniform Lipschitz stability for the fractional impulsive delayed GRNs. Furthermore, the effects of
considering uncertain parameters were also analyzed. Finally, an illustrating example was given to support the obtained theoretical

results.
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1. Introduction

Due to their importance as models in the fields of cell
and molecular biology and medicine, a particular class of
GRNs have gained popularity in recent years [1-4]. The use
of systems of differential equations is a common modeling
formalism that allows for the quantitative determination of
molecular concentrations. A classical ODE model of GRNs

is represented in the following form [1]:

M) = —axMy(1) + Z wiifi(P;(®) + By,
=)
Pr(t) = —cxPr(t) + My (1), 1> 0,

(1.1)

where M, (¢) and P, (¢) represent the concentration of the k-
th mRNA molecule and k-th protein molecule, respectively;
a; and ¢, are the decay rates of mRNA and protein,
respectively; dy is the translation rate, fj(-) is the regulatory
function; wy; is the coupling coefficient; and By represents
the basal transcriptional rate of the repressor of gene &,

k=1,2,...,n.

A considerable amount of research results on integer-
order GRNs also considered time delay terms. In fact,
time-lag effects cannot be ignored in the process of
gene expression regulation and such effects can lead to
undesired dynamics, including oscillation, divergence, or
even instability of GRNs. Hence, numerous researches
take fixed delays and time-variable delays into consideration
when modeling GRNs [5-7].
interesting results on the dynamics of GRNs with distributed
delays [8, 9]. Indeed, GRNs with distributed delays

account for variable time delays that occur in biological

There are also several

processes like transcription and translation, which are more
biologically realistic than fixed or time-varying delays.
In addition, distributed time-delayed signals reflect the
distributed signal propagation in neurons during a time span
in parallel pathways including different axon lengths and
sizes [10].

Due to some sudden changes at certain times that usually
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exist in the process of interactions between genes (mRNA)
and proteins, impulsive phenomena are inevitable in GRNs.
Such short-term environmental changes are mainly due to
environmental changes and can affect the concentrations of
mRNA molecules and proteins. This explains the existing
number of investigations on integer-order GRNs with
impulsive conditions, as it is much more important to discuss
the dynamics of impulsive GRN models [11-13]. Note
that, the research results on impulsive GRNs with distributed
delays are very rare and very recent [14, 15]. Also, from
the perspective of control theory, research on impulsive
control strategies can provide in-depth insight into the
mechanism of implementing control signals at certain points
in time [16, 17]. Therefore, it is important to investigate
the influence of impulsive control strategies on the behavior
of GRNs [18, 19]. Impulsive differential equations [20, 21]
have been widely used to analyze impulsive and impulsively
controlled GRNGs.

The fact that GRNs represent complex processes that
provide a powerful tool in the study of the gene regulatory
mechanism has led to the development of novel approaches
for modeling and analysis. Recently, the concept of
fractional calculus was applied in order to improve and
generalize the existing integer-order GRN models [22—
24].

calculus modeling approach are the generalizations and

The main motivations of using the fractional

the substantial degree of reliability and accuracy in the
fractional-order models [25-28]. Since most fractional-
order derivatives are non-local, and possess memory effects
and hereditary properties, very recently the fractional
calculus approach has been applied in the mathematical
modeling of impulsive fractional GRNs with and without
delays. The existence and uniqueness of the equilibrium
point of a fractional-order impulsive GRN with time
delays was investigated in [29] and an asymptotic stability
analysis was conducted. The paper [30] offers criteria for
the boundedness, existence, uniqueness, and asymptotic
stability of impulsive delayed fractional GRNs. In the
paper [31], a novel fractional-order GRN model was
proposed with a controller that involves saturated impulsive
control. The finite-time Mittag—Leffler stabilization problem
for the proposed model was studied. The existence of

an almost periodic solution of a factional-order impulsive
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delayed reaction-diffusion GRN model and its perfect
Mittag—Lefller stability were the main subjects in the
paper [32].
in [33] for the Mittag—Leffler stability behavior of fractional
GRNs without delays.

An impulsive control strategy was proposed

However, to the best of the authors’ knowledge, there
are no corresponding results in the existing literature for
impulsive fractional GRNs with distributed delays, which is

one of the goals in this research.

As it is seen from the above cited references, the problem
of stability analysis of GRN models has been studied by
many researchers [4-6,8,9,18,19,29,30,33]. It is also seen
that much of the existing research in the literature considers
stability, asymptotic stability, or exponential stability in the
Lyapunov sense. Recently, there has been renewed interest
in stability analysis in the sense of Lipschitz for numerous
applied systems [34-37], including some neural network
models [38, 39].
applied to impulsive systems [40] and to fractional-order

The Lipschitz stability notion has been

systems [41,42]. However, the concept of Lipschitz stability
has not been studied for GRNs. This extended stability
concept is very appropriate for biological neural network
models because it is important in determining the amount
of the output of the network that is changed in response
to the changes in the input. For robustness and stability, a
small Lipschitz constant is suggested. Hence, the Lipschitz
stability behavior is essential for security and robustness of a
neural network model. The concept was introduced in [43],
and for linear systems it is identical to the uniform stability
notion [40]. For nonlinear systems, rather than stability in
the Lyapunov sense, the Lipschitz stability refers to a neural
network system that is less susceptible to attacks. Therefore,
there is a need to study the Lipschitz stability behavior of
impulsive fractional-order GRNs, which is the main aim of

our paper.

In this research, we introduce and analyze the Lipschitz
stability of fractional-order impulsive GRNs with distributed
delays. Caputo fractional derivatives are used for the
formulated system. These fractional-order derivatives seem
to be more natural for models with delays and impulsive
perturbations, since they allow classical initial and impulsive
conditions to be included in the formulation of the problem.

The qualitative analysis is based on the use of the fractional
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Lyapunov approach [44] applied to piecewise continuous
Lyapunov functions [21,28] together with some comparison
results for fractional-order systems [28]. Efficient criteria
for global uniform Lipschitz stability are proved. Also, the
uncertain case is considered and a robust Lipschitz stability
analysis is designed. Indeed, the robust stability is crucial for
GRN models as extrinsic and intrinsic noises and data errors
may lead to parameter uncertainties. The beneficial effects
of the analyzed Lipschitz stability concept and the results
obtained can be applied to other neural network models.

The significance of the present research is as follows:

(1) A hybrid GRN model is introduced that incorporates
distributed delays to account for phenomena like translation
and transcription, impulsive (short-term) effects to allow
for the application of impulsive control strategies, and
fractional-order derivatives to capture hereditary and

“intrinsic memory” effects [45];

(i) The extended concept of Lipschitz stability is
introduced to discontinuous impulsive fractional GRNs with

distributed delays for the first time in the literature;

(iii) New criteria for global uniform Lipschitz stability are

provided.

In addition, a noteworthy reference for researchers
interested in impulsive and fractional GRN models
is provided describing the existing literature and
demonstrating the latest progress in their qualitative

research.

The plan of the rest of the paper is as follows. In
Section 2 some fractional calculus definitions are given.
Then, the fractional-order impulsive GRNs with distributed
delays are formulated. Definitions and lemmas related to the
global uniform Lipschitz stability notion and the Lyapunov
approach are also presented. The main Lipschitz stability
results are established in Section 3. The robust Lipschitz
stability case is studied in Section 4. Section 5 offers
an example. Section 6 is the conclusion section where a
brief review of the main results of our research and their
significance is presented and extensions of our work are

suggested.
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2. Preliminaries

In this paper, the Euclidean space of dimension n will

n
be denoted by R”, ||u|| = Z |uy| denotes the norm of u =
k=1

@y, u, ..., u,)" in R”, R, = [0, o), and R} =
Given an interval I C R, the class of all continuous functions
¢ : I — R will be denoted by C[/,R], and C'[I,R] denotes
the class of continuously differentiable functions ¢ : [ —

Ry x---xXR,.

R. Next, the space of all piecewise continuous functions
¢ : I — R with a finite number of points of discontinuity
& e I at which @(&") and (&) exist and @(&") = &)
will be denoted by PC[I,R], PCs, = PC[(—00,0],R"], and
PCB[(—o0,0],R"] denotes the space of all functions ¢ €
PC that are bounded. The norm in PC. will be defined
by

llelleo = sup lle@)l-
1

VE(—00,

2.1. Fractional calculus definitions

Let & € Ry, ¢ € C'[[&, ], R], ¢ = ¢(1), t € [&,w], and
w > &.

Definition 2.1. The Caputo fractional derivative of order q,
0 < g < 1, with the lower limit &, for the function ¢, is given
by

1 G
Ll =q) Jg, (1= )7

where T denotes the Gamma function.

& Do) =

For &, = 0, we denote

1 "' (h)
L -q) Jo t-hy

The standard Mittag—Leffler function with one parameter

ED!p(t) = § DI op(t) =

K

is defined as E,(z) = ZO m, where ¢ > O and zis a
complex variable. .

More in-depth information on the theory of fractional
calculus is available in the books [26-28] and some of the
references cited therein.

2.2. The GRN model’s formulation

Let the moments &1,&;,...,&;, -+ € R be such that

O0=6<&1<b< <& <é<..., lim§ = co.
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We introduce the following impulsive control fractional
GRNs given by

n f
D) = a0+ Y fu [ Kilt- )ftaf (@
=1 -
+ O, 1 # &,
!
SDIUL () = =yl (1) + (5k[ Kt — ol (o)dor, t # &,

' (€5) = (&) + Quu (),

up (65) = w) (&) + i (uy (£),
2.1)

where the concentration of the k-th mRNA molecule and k-
th protein molecule are denoted by u;" and uf , respectively,
u = @y T uP = b, )T, the positive
real constants @ and y; represent the decay rates of mRNA
and protein, respectively, the translation rates are denotes by
the positive real constants 0, the regulatory functions f; are

of the Hill form:

(/)™

—=12,...
1+ (w/xp™

filw) =

, 1,

in which y; are real positive constants, H; denote the Hill
coeflicients, the connecting parameters are the real constants

B, given as

Luis

—{u, if 1is a repressor of gene k,

if /is an activator of gene k,
Bu = . . .

0, if there is no link between the node [
and the gene &,

the basal level of the repressor of gene k is denoted as ®; and
O = ey, {u» Ji denotes the collection of all the / which
are repressors of the gene &, K; is the delay kernel, and k, [ =
1,2,...,n. Also, the variables ;" (§;) = u}'(£7) and uf(fi) =
uf (&7) denote the concentration of the k-th mRNA and k-th
protein at the instance &; (before any impulsive perturbation),
respectively, the amounts u}"(£/) and u} (&) represent the
concentration of the k-th mRNA and k-th protein after an
impulsive disruption at the moment &;, respectively, the
continuous in R functions €; and Il;; measure the amount of
abrupt changes of " (¢) and uf (7) at the impulsive moments

Mathematical Modelling and Control

&, and we have Awl'(&) = ul'(€) — (&) = Qu(u(&)) and
AL &) = ul @) = ul @) = Tul @), k = 1,2,...,n, i =
1,2,....

Remark 2.1. The proposed impulsive fractional GRN
model (2.1) generalizes several recently introduced neural
For

example, it generalizes the model proposed in [8] to the

network models in the theory of gene regulations.

impulsive and fractional-order settings. It also extends the
impulsive models with distributed delays studied in [14, 15,
18] to the fractional-order case. In addition, the model (2.1)
extends the impulsive fractional GRN model investigated
in [33] considering distributed delays. This significantly
increases the flexibility in terms of delays and includes many
specific cases. Hence, the suggested model is new. It is a
hybrid model that includes more general distributed delays,

impulsive perturbations, and fractional-order derivatives.

Remark 2.2. The impulsive functions Q; and Ty, k =
1,2,....n, i=1,2,...,in(2.1) can be used for controlling
the qualitative behavior of the concentration of the k-
th mRNA molecule and k-th protein molecule during the

process of regulation.

We consider the impulsive fractional GRN model (2.1)

under the initial conditions

ul'(v; 0,y™) = ' (v), —0 <v <0,
) (v 0,y7) = Y (v), —c0 <v <0,
u"(0%:0,4™) = Y(0), u (0%:0,yP) = Y7 (0),

(2.2)

where k = 1,2,...,n, y", Y’ € PCB[(-c0,0],R"], Y™ =

(Y /S Vi LN (T SO /79 L
The solution of the initial value problem (IVP) (2.1), (2.2)
will be denoted by u(; 0,¢), i.e.,

u(t; 0,9) = " (t;0,4™), u” (1,0, y"))" .

We will consider the following assumption throughout
this work:
(A) The delay kernel functions K; defined on R are

nonnegative, continuous, and satisfy the estimate
I3
f Ki(o)do < K;
for some positive constants K; and all [ = 1,2, ..., n.
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Also, the form of the considered regulatory functions f;
guarantees that forall / = 1,2,...,nand any v, v € R, v # ¥,
there exist constants fIL such that [24,33]

0< Jiv) = fi(®) < fh.

V—V

(2.3)

2.3. Lipschitz stability definitions

Consider an equilibrium of the model (2.1) @™, u?H)T =

m*  p" P
u, Uy U,

@, u, ..., ,...,u’ )7 i.e., aconstant solution

that satisfies the following system:

n /
aud? = Y pu [ K- ol o + 0. 1 £
=1 -

!
yiuy (1) = 5kf Ki(t — oyl do, t # &,

Q") = 0,
() = 0,

2.4)
k=1,2,...,n,i=1,2,....
The Lipschitz stability concept will be adopted to
system (2.1) by the next definition.

Definition 2.2. The equilibrium (u" ,u”" )" of system (2.1) is
said to be globally uniformly Lipschitz stable if there exists
a constant A > 0 such that for y™, y? € PCB[(—c0,0],R"],
we have [lu™ (@) = u™ || + |l (1) = u?"|| < A" = u" |l +
P = u”"||s) for t > 0.

2.4. Lyapunov approach definitions and lemmas

The application of the Lyapunov analysis approach to
impulsive systems requires the use of piecewise continuous
Lyapunov-type functions A : R, x R — R, A =
A(t,u™, u”) such that:

(1) A(t, ¥, uP) is continuous in (&;_1, f,-)sz”, i=1,2,...,
locally Lipschitz continuous with respect to the arguments
(U™, uP), and A(2,0,0) = 0forr >0,

(i) For each i = 1,2,... and (u™, u?)” € R?", there exist

the finite limits
A&, u",uP) = liIPA(t, u”, uf),
1<fil

A" u?) = T A u", u),

>&;

and A&7, u™, uP) = A&, u™, uP).

Mathematical Modelling and Control

The class of all the functions A = A(¢t, u™, u”) of the above
type will be denoted by A°.

Consider the following impulsive fractional-order system:

“Dlu(t) = F (tuy), t # &,

2.5
Au(t) = Pi(u(t)), t=¢&;,i=1,2,...,
where u,(0) = u(t + o), —o0o < o < 0, F : R, X
PCB[(-0,0],R>"] — R¥, P; : R — R, & < &4,
i= 1,2,...,and}irzlo§i = 00,
Let the function A € A and ¢ = (¢1,¢2)", ¢, € PCwo, j =
1,2. Fort # &,i = 1,2,..., we will use the derivative

CDIA(t, ¢) of the function A of order ¢, 0 < g < 1, with
respect to model (2.5) defined by

1
“DIA(, $(0)) = Jim sup - [A(r, (0)) = At =, $(0) — K7 F (2, ))].

The following lemmas are crucial for the proof of our
main results.
Lemma 2.1. [28] Assume that the function A € AP is such
that fort € Ry, ¢ = (¢1,¢2)", ¢ € PCw, j=1,2,

A, ¢(0) + Pi(9) < Ri (A, (0)), 1=¢;,i=1,2,...,

for continuous and non-decreasing functions Ri(y) = y +
Ri(x), Ri € C[R,R,],i=1,2,..., and the inequality

CDIN(t, $(0) < D(t, AL, p(O0)), t £ &, i=1,2,...,

holds whenever A(t + o, (o)) < A(t, §(0)) for —oo < o <0,
® € PC[R,; xR, R].
Then, SUp_, <o A", ¥(0) < xo implies

A(t9 M(t, O’ !//)) SX+(t9 0’X0)9 te R+’

where x*(t;0,x0) is the maximal solution of the scalar
comparison equation CD?)((I) = Q(t,x), t # &, Ax(&) =
X&) = x(€) = Ri(x(€)), i =1,2,..., x(0) = xo.

Lemma 2.2. [44] If ¢ € C'[R.,R], ¢ = (), then the

inequality
“Dip*(1) < 20D (1), 0 < g < 1,
holds for all € R,.

Volume 5, Issue 4, 421-431.
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3. Main Lipschitz stability results Construct a Lyapunov-type function

Denote i#"(1) = u™(t) — u™, @’(t) = uP(t) —u?", t € Ry, Ay(t,@", ) = JZW — w2+ @ - ul )2,
d ider the syst k=1 k=1
and consider the system 3.2)
. n ‘ ~ and consider the function A(¢) = A (¢, @™ (¢t), uP(t)).
Dl (t) = —ayii}' (1) + Zﬁsz Ki(t — o) fi(@i) (o))dor,  Forany t # &, i = 1,2,..., using (A), (2.3), (3.1), and
=1 - condition 1 of Theorem 3.1, the following estimate holds:

1+ &,
& DA

. n . n ) »
ol =m0+ o, [ Ha- oo, 126, =72 EOT 2 BATE s O]

. + > [ = 2n@ ) + 26K, sup i (o) (o)
wED = W& + Q@) )), = —eosrs0

i <> [ = 2@ @) + ). BulfFKiC sup @ (@) + @'0))]
f(ED) = (€D + T @), = = —eo<os0

GD S~ 2n @) + 6K sup @) + @0

= —00<0<0

w0 = S0 ) D QO = b S
o~ « = q 1>

Qu(@! &) + ul"), Wu@) (&) = M) é) + ug ), k = Isksn =

1,2,...,n,i=1,2,....

=1 —co<o<0

+ max {5k1<k, Kif® Z |,3,k|} sup A(t+ ).
Theorem 3.1. Let the assumption (A) be satisfied, and:
_ T . .
(1) The model’s parameters, are such that Thus, for ¢ = (¢1,¢2)", ¢; € PCw, j = 1,2, it can be
derived that the inequality

I, {2“k = D BulKif v = 6k1<k} DIt $(0) < —pAi (1, $(0)), 1 & i=1,2,... (3.3)
== I=1
holds whenever A;(t + o, ¢(0)) < Az, $(0)) for —co < o <
> max { 6Ky, Kiff Z Bl ¢ + 1, 1> 0; 0.
Iksn = At the instances r = &, i = 1,2, ..., we have

(2) The impulsive functions Q. and Tly; are such that AE) = Ji(f‘?(&) + Qki(ﬁkm(fi)))z + i(ﬁi(‘f") + ﬁki(ﬁf(fi)))2~
=1 k=1

Quilit (1) = =G (€), 0 < g < 2, Using condition 2 of Theorem 3.1, we obtain

(@ (&) = —Chil(€), 0 < L8 < 2,
k=1,2,...,n,i=1,2,....

Then, the equilibrium (" ,u’ )" of the model (2.1) is <
globally uniformly Lipschitz stable. \

AE) = \ DU = FIR@E + Y (1= TP ED)
k=1 k=1

Dl@pE? + ) @ EN = AE).
k=1 k=1

The last estimate implies that for r = &, i = 1,2,..., and

Proof. Givent € R,, let u(t;0,v),
f " v ¢ = ($1.62)". ¢; € PCuo, j = 1,2, we have

. — mes. m . T
u(t; 0,9) = (50,4, u"(5.0,y7))", AL, $(0) + A) < Ay(1. $(0)). (3.4)
be the solution of the IVP (2.1), (2.2) with y™, y? € Hence, from (3.3) and (3.4), applying Lemma 2.1, we
PCB[(—co0, 0L, R"], y™ = @7y, .M, P = derive
Wyl ...,y Consider the equilibrium (™, u?")". A1, i1(t;0,4)) < xF (80, x0), t € Ry, 3.5)

Mathematical Modelling and Control Volume 5, Issue 4, 421-431.
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where y*(t;0, o) is the maximal solution of the scalar

comparison equation
“Dix(n) = —ux(), 1 # &, My(E) =0,i=12.... (3.6)

X(0) = X0 = SUP_s g A1(OF, ().

Since the zero solution of the scalar comparison Eq (3.6)
is globally uniformly Lipschitz stable [39], then, there exists
a constant A > 0 such that for yy > 0, we have y* (¢, 0, yo) <
Ay fort > 0.

Hence, in view of (3.5) and using the Cauchy—Schwarz

inequality, we obtain

Nl (@) = u™ || + Il (2) = u?”|

n n
Dl = w1+ Y @) - uf |
k=1 k=1

<TI0 — P+ S ) il R
< X*(t0,x0) Vo

The global uniform Lipschitz stability of the zero solution
of (3.6) implies that for yo = sup_,,.,<o A1(0%, (o)) < 1,
we have

™ (£) — u™ || + luP(t) — uP" || < AV sup  A1(0F, y(0)).

—o00<o<0

Finally, we apply the Minkowski inequality to derive
[l () =" |+ lu” @)= || < AN =" oo+l =1t ||oo)

for t > 0, Y™, y? € PCB(—o0, 0L, R"], Y™ — u" |leo +
l? — u”" || < 1, which proves the global uniform Lipschitz
stablity of the equilibrium (2", u?")" of the model (2.1). O

Remark 3.1. Theorem 3.1 provides the first, in the
existing literature, global uniform Lipschitz stability criteria
for a GRN model that involves impulsive perturbations,
fractional-order derivatives, and distributed delay. Hence,
the result established contributes to the development of their
theory. Also, as in some practical cases where classical
Lyapunov-type stability concepts considered in [29-31, 33]
are not appropriate, the Lipschitz stability is an option. The
Lipschitz stability implies that the model’s solution changes
more gradually and predictably in response to initial data
changes. In addition, since the model considered is very
general, the obtained criteria can be applied to models with
constant and time-varying delays, as well as to integer-order

models and models without impulsive perturbations.

Mathematical Modelling and Control

Remark 3.2. From the perspectives of impulsive control,
the result obtained can be applied in the investigations of
Lipschitz-type synchronization of the impulsive fractional
GRN model (2.1) to an impulse free fractional GRN model.
The functions Q. and HZi characterize the controllers’
effects of synchronizing impulses at the instances &, i =
1,2,...,k=1,2,...,n.

Remark 3.3. More Lipschitz stability criteria, similar to
those offered in Theorem 3.1, can be obtained using different
norms and different Lyapunov-type functions. For example,
in the use of the Lyapunov-type function N,(t, ", i’) =
le™(t) — ™ || + ||l (2) — u?"||, the smallest Lipschitz constant

A is obtained.
4. Robust Lipschitz stability analysis

As uncertain parameters often exist in the real-world
models [6, 8, 15, 22, 46] and, in addition, the concept of
Lipschitz stability is closely related to robustness, in this
section we will study the robust Lipschitz stability behavior

of the model (2.1). To this end we consider the uncertain

model

DI 1) = —(ay + a)ul(r)
+ i(ﬁkl +Bu) f t Ki(t — o) filu] (o)dor
= .
+ O+ 0, £ &,
6 DU (D) = =(yic + yu (1)
+ (6x + 1) I; Ki(t — oy (o)do, t # &,

W (€)= ul' (€D + Quu(€)) + Q(u (€)),

uy (€9) = ) (&) + M(uf, () + T, (uf (€),

4.1)
where the positive real constants @y, ¥, oy, the real constants
Bk[ and (:)k, k,1 = 1,2,...,n, are the uncertain parameters
in the continuous part, and Q,, I, k = 1,2,...,n, i =

1,2,..., are uncertainties in the impulsive control functions.

Definition 4.1. The equilibrium (U, u?" )" of the impulsive
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control fractional delayed GRN model (2.1) is robustly
globally uniformly Lipschitz stable if for y", y* €
PCB[(—0,0],R"], the uncertain model (4.1) is globally
uniformly Lipschitz stable for uncertain parameters &, i,
S B O k1 = 1,2,....n, Q,ii, H,li, k= 12,...,n
i=1,2,..., taking values in some bounded sets.

Theorem 4.1. Let the assumption (A) and condition 2 of
Theorem 3.1 be satisfied:
(1) The model’s parameters are such that

min {(ag + @), (Ve + ¥1)}
1<k<n

1<k<n

> max {(5k + 60Kk, Kify Z(WUJ + Lélkb} > 0;
=1

lnl

o W K =1,2,0..,n, 0 =

(2) The uncertain functions Q

1,2,..., are such that
QU (&) = —Viup (&), 0 < v <2= 4,

() = v (€), 0 < v}, <2 =&,
k=1,2,....,ni=12,....
Then, the equilibrium @™, u?"HT of the model (2.1) is
robustly globally uniformly Lipschitz stable.

Proof. The Lyapunov proof strategy is similar to that in
the proof of Theorem 3.1. The Lyapunov-type function
Ao(t, u™, uP) = |lu™ (1) — u" || + ||u” (£) — u””|| is used. o

5. An example
We consider the impulsive fractional delayed GRN

model (2.1) with n = 2, and the following parameters
a) = ay = 2,@1 = @2 = 0,’)/1 = Y2 = 0.6,(51 = 0.2,

& = 0.1, fiu)) = 15‘8})2, Kis) = e, 1 = 1,2, Bu =
Bu Pn 05 —04 1

= Qi m ; — _Ll.m O,

(ﬁzl B ] [ 03 04 ] W (E)) =~ &)

M} (6)) = —Juf (&), k=1,2,i=1,2,....
We can check that f* =1, Ky =1, k= 1,2, and

1 =minjg<, {20/k - Y BulKifE, 2y - 5kKk}
> max<k<n {5kKk, KifESL |ﬁzk|} +u=038+u.

Hence, condition 1 of Theorem 3.1 is met for 0 < u <
0.2. Since the zero solution of (3.6) is globally uniformly

Mathematical Modelling and Control

Lipschitz stable, then by Theorem 3.1, we conclude that the
zero equilibrium of the model (2.1) is globally uniformly
Lipschitz stable.

In addition, we consider the model (2.1) as a “nominal”
model for the uncertain model (4.1). If the uncertain

parameters satisfy the boundedness condition

1mkin {(1+ &), (0.6 +¥)}

> max {(0.2 + 80Ky, KifF Z(o.s + |[3,k|)} >0

1<k<n
=1

and the uncertainties in the impulsive functions Q;, IT;. ., k =
1,2,...,n,i = 1,2,... satisfy condition 2 of Theorem 4.1
withO < vt < 2,0 <V <3, k=12,...,ni=12,...,
then according to Theorem 4.1 the zero equilibrium of the

model (2.1) is robustly globally uniformly Lipschitz stable.

6. Conclusions

In this paper, a hybrid modeling approach is applied
to extend the class of GRNs. The extended model has
all the advantages of impulsive models with distributed
delays applied as frameworks for the modeling of such
systems [18]. In addition, it has the flexibility provided
The extended

concept of Lipschitz stability is introduced into the model,

by the use of fractional-order derivatives.

and new criteria that guarantee the global uniform Lipschitz
stability of the model’s equilibrium are established. Robust
stability analysis is also provided considering the effect of
uncertain parameters. The results obtained are of interest
to applied researchers when a Lyapunov stability strategy
cannot be used. Hence, the concept of Lipschitz stability
can be applied to other models studied in mathematical
biology. A future direction of our investigations is also
related to some extensions of the introduced model applying
the conformable calculus approaches. In addition, since
the computer simulation, experimentation, and practical
implementation of the obtained stability criteria require
a discretization of the proposed fractional-order neural
network model, the study of its discrete analogous form

becomes very important.
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