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Abstract: We consider the damped hyperbolic motion of polygons by a linear semi-discrete analogue
of polyharmonic curve diffusion. We show that such flows may transition any polygon to any other
polygon, reminiscent of the Yau problem of evolving one curve to another by a curvature flow, before
converging exponentially to a point that, under appropriate rescaling, is a planar basis polygon. We also
consider a hyperbolic linear semi-discrete flow of the Yau curvature difference flow, where a polygonal
curve is able to flow to any other such that we get convergence to the target polygon in infinite time.
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1. Introduction

In [2], Chow and Glickenstein considered a semi-discrete analogue of the second order curve
shortening flow for smooth, closed curves. Involving only a first time derivative, this may be considered
a parabolic-type evolution. Recently we considered the polyharmonic analogue of this work [13].
There we also considered a discrete analogue of the Yau problem of evolving one curve to another by
a curvature flow. In this article we replace the first time derivative by the second time derivative plus a
first time derivative ‘damping term’, thus considering a hyperbolic analogue of our previous work. Our
ensuing evolution equation now being second order in time requires more conditions in order to have a
unique solution. We prescribe not only initial conditions but also conditions at a fixed later time, thus
generating flows that transition from one polygonal curve through another and then asymptotically to
a limiting shape. These flows thus flow one curve to another in the spirit of the Yau problem and then
flow to a limiting polygonal curve.

Our setup is similar as in the earlier works [2, 13]. Given an ordered collection of n points in R?,
joined in order to form a piecewise linear, closed immersed ‘curve’, the flow is given by a second order
system of n coupled linear ordinary differential equations (ODEs). The constant coefficient matrix of
this system is an mth order difference-type operator.
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Linearity permits analysis via finite Fourier series. As in [13] and in the case with nonzero damping
term, we find that the higher the order m, the faster the convergence, in the first case under appropriate
rescaling, to a regular basis polygon. To our knowledge semi-discrete linear hyperbolic flows have not
been considered before, but the hyperbolic analogue, with damping, of the curve shortening flow has
been considered (see [5] and the references contained therein).

Fully discrete flows have been considered by C. Rademacher and H. B. Rademacher [16,17]. These
are related to discretisation of partial differential equations in space and time using finite differences,
while semi-discrete flows are related to the ‘method of lines’ where there is discretisation in all but
one dimension (usually time), reducing a given system of partial differential equations to a system of
ordinary differential equations. The equations we consider are closely related to discretisations via
finite differences or finite elements; a particular hyperbolic reference is [5]. We would also like to
mention that first order semi-discrete flows have been considered in several engineering applications.
A linear curve shortening flow scheme is given in [18] to solve the rendezvous problem, where an
autonomous robotic system is guided such that each robot converges to a common position. In [7,9,10],
curve shortening flows are considered to solve real time path planning for robotic systems and aerial
vehicles. In particular, in [9, 10], a linearised semi-discrete curve shortening flow is utilised, with an
adaption to take into account an ever-changing environment, with the curve shortening flow method
overcoming shortcomings of other approaches. We suspect corresponding second order flows to find
similar useful applications. In [21], second order systems of linear differential equations with direct
reference to engineering applications are discussed, including systems with overdamping. The idea
of replacing a first time derivative by a second derivative and including a first derivative term with
positive damping coeflicient, also appears in the heavy ball with friction system [1, 6]. For this system,
Attouch et al. [1] explain how the introduction of the second time derivative enables flexibility not
found in the steepest descent system where only the first time derivative appears. Additional flexibility
is also reflected in our case: rather than only the initial polygonal state determining the evolution of
the polygon, we have the ability for an additional intermediate polygonal state to be prescribed at a
fixed later time. A reference with related application is [8] which discusses multi-robotic system path
planning where robots are required to undertake multiple jobs (where a job is represented by a robot
position) within a single trip.

Settings in which curvature flows result in linear ordinary or partial differential equations are
quite rare. Apart from the present setting, the main other setting where flow equations are linear is
where evolving convex curves and hypersurfaces are expressed via the Gauss map parametrisation
and flow speeds have a specific structure. The linear structure was exploited by Smoczyk for curves
and hypersurfaces evolving by parabolic equations in [19]; the curve results were extended by the
first author, Schrader and Wheeler in [15] to higher order equations and curves with general nonzero
rotation number. The first author and Otuf considered linear hyperbolic flows of curves in [14], while
the first author considered convex hypersurfaces evolving by analogous second order linear hyperbolic
flows in [12].

The structure of this article is as follows: In Section 2 we set up the necessary notation, introduce
the semi-discrete linear hyperbolic polyharmonic flows and uncover some fundamental properties of
these flows. In Section 3 we provide background for us to be able to state and prove our main
results, including key properties of circulant matrices and the differential operators on which our
flows are based. In Section 4 we specialise to evolving planar polygons, finding a representation
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formula for general solutions for the flow that allows us to deduce long-time behaviour. In Section 5,
we consider evolving polygonal curves in general codimension. Finally, in Section 6, we consider
a nonhomogeneous version of the flow which addresses the discrete analogue of Yau’s curvature
difference flow.

2. The semi-discrete linear hyperbolic polyharmonic flow of polygons

Definition 2.1. An n sided polygon, or n—gon, X, is defined as a collection of ordered points X =
(X0, X1,...,X,_1)T.For j=0,1,...,n— 1, each vertex X; € R? for some integer p > 2. We set X,, = X,
so the polygon is closed and the indices of the vertices are considered modulo 7.

The vertices of the polygon are the points X;, j =0, 1,,...,n— 1. The edges of the polygon are the
line segments X;X;,; joining each vertex X; to X;,. In general, Xisanx p matrix with real entries.
When p = 2, the polygon lies in the plane. In this case we may consider each vertex, X; = (x;,y;) € R?,
to be a point in C, writing X; = x; + iy;. Thus X as an n X 2 matrix representing a polygon in R? can

also be thought of as a vector in C".

Remark 2.1. (1) We can consider the polygonal image of X where we have each ordered vertex pair
X; and X, joined by a line segment. If the line segments have crossings, then we say the
polygonal curve is a (piecewise smooth) immersion, and if there are no edge crossings the polygon
is embedded (i.e. separates the plane into a bounded ‘interior’ and unbounded ‘exterior’). A
given polygonal image may be described by different ‘polygons’ where a different first vertex or
a reversed ordering of the vertices may be chosen.

(2) Included in Definition 2.1 are degenerate cases where the collection of points may have
repetitions. Our polygonal image of X may contain duplicated vertices and overlapping edges.
In our setting we have basis polygons that are degenerate and also multiply covered, which we
discuss further in Section 3.

A normal to each vertex X; is given by
N; =X — X)) + (X — X)), 2.1)

such that the corresponding system of equations for each normal vector can be expressed in matrix
form as

N = MX, (2.2)
where M is the n X n matrix given by
-2 1 0 0 1
1 -2 1 0
O 1 -2 1 0
M = (2.3)
0 0
.01 =2 1
1 0 0 1 =2

The length of the normal N; plays the role of the curvature scalar, and the direction is the direction of

the ‘curvature vector’.
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Definition 2.2. Let X(r) be a family of polygons as given in Definition 2.1. Given m € N and a constant
6 > 0, polygons X() satisfying

X dX R

— +0— = (-1)""'M"X SHPF,,

e o =D ( )
evolve by the 2mth order semi-discrete linear hyperbolic polyharmonic flow, where M is the matrix
given in (2.3).

Remark 2.2. (1) The elements of M in (2.3) are the coefficients in finite difference approximations for
the ‘second spatial derivatives’ associated with X, as in (2.1). They are related to approximations of
the second order derivative using Taylor polynomials where we have

£ ()(AX)? ~ f(x + Ax) = 2f(x) + f(x — Ax), (2.4)

for a twice differentiable function f of a real variable. Powers of M then yield higher finite differences,
consistent with those obtained for example by Newton’s divided difference approach. Elements of M™
correspond to 2mth order derivative approximations by Taylor polynomials. In our case, the Ax of (2.4)
relates to the difference between the vertex labels. That is, x + kAx coincides with vertex index label
i+k. The coefficients within the Taylor polynomial approximations relate to the coefficients of polygon
vertices in the expression (—1y™!'M™X, however we note that depending on the values of n and m and
the modulo n nature of the vertex indices, the coefficient of a vertex in (—1)"*' M™X may end up being
the sum of coefficients as found in the higher order approximations.

(2) We have restricted to 6 > 0 as we wish to allow only no damping (6 = 0) or damping in
the traditional sense of a mechanical or electrical system. One could also consider 6 < 0 above but
this is less relevant for our applications. In the case of negative damping factor, polygons expand
under (S HPF,,) such that given the same conditions as for the 6 > 0 case, under appropriate rescaling
we have asymptotic convergence to an affine transformation of a regular polygon as ¢ increases.
Otherwise the polygon exhibits oscillating behaviour as the polygon expands.

(3) The case m = 0 of (SHPF,,) is

&£X - dX
7 + 55 = -X.

Solution behaviour will depend on the value of ¢. If, for example, 6 = O the general solution is
X(t) = (cosn) ¥ + (sinn) Z (2.5)

for arbitrary polygons Y and Z. Polygons Y and Z can then be determined for given initial data (or
more general data). In particular, for this 6 we observe that solutions are breathers, that is, periodic in
time. They are also ancient (can be extended back to t — —oo) and eternal (exist for all time). As a
specific example, the solution with X(0) = X, and X’(0) = 0 (the “trivial’ polygon with all points at the
origin) is
)?(t) = (cos 1) Xp.

On the other hand, if we restrict the general solution (2.5) to the time interval [O, g] we have a transition
from X(0) = ¥ to X (g) = Z, a kind of finite, exact solution to the Yau problem in this setting using a

second order flow. Extending the time interval, the solution is breathing between states Y and Z.
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Alternatively, for 0 < ¢ < 2, the general solution has the form
X(t) = e [cos (yn) ¥ +sin(y ) Z|

2 -
where y = /1 - (g and we observe solutions again exist for all time but X (f) — 0 as t — oo. The

rescaled solutions e3 X (1) are exactly
egt)?(t) = cos (yr) Y + sin (y1) 7.

Thus the solutions exhibit asymptotic breathing behaviour as t — co and under the same rescaling the
ancient solution emanates from an asymptotically breathing solution between the states Y and Z.
In the case ¢ = 2 the solution has the form

XO=U-0e' Y+t 07,

Again solutions make sense for all time and X () - 0 ast — oo. Observe that rescaled solutions
satisfy

1 =2 1 = - — -

;e’X(t) = (; - 1)Y+€Z—) -Y+eZ,
that is, under this rescaling they approach a precise linear combination of the given data Y and Z. One

can argue similarly in considering ‘where ancient solutions come from’.
Finally for 6 > 2 the solution has the form

X(t) = Y +e'Z,

2 . . . . .
S * 2) — 1 are both negative. So in this case solutions again decay to zero but there
are no oscillations. Rescaling we observe in this case

where r, = -2 + (é

e X(t) = 7.

For the remainder of this article we consider m € N, the strictly positive integers.

(4) The system of ODEs (S HPF,,) is second order in time and a natural approach to working with
it would be to set ¥ = dd—’f and consider the associated first order system of 2n equations. This leads to
the following first order system to solve,

dx ¢
di, | = O"j’f L )5 ) (2.6)
d (=D)"tmm =61, || Y

Approaches to solving systems of linear second order equations, especially within the context of
engineering applications, are given in [21] who consider the following system,

M) +Cq@) + K q(n) = f(0), 2.7)

for n X n matrices M, K and damping matrix C, and n-vectors ¢(¢) and f(t). When C = 0,, there
is no damping, while if C satisfies a certain orthogonality condition it is called proportional damping
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and (2.7) can be solved as a second order system using what [21] call the modal superposition method.
In our case, the damping matrix corresponds to 67, which is proportionally damped. When the system
is non-proportionally damped, [21] provide a reformulation into a first order system which as related
to our system of equations leads to (2.6). Our second order system of equations can be solved directly
which is the approach we take (see Sections 4.2 and 5.2). However the approaches outlined in [21]
may be useful in other applications, such as when the damping term varies between each equation of
the system.

(5) As (S HPF,) is ahomogeneous system of linear differential equations with a constant coefficient
matrix, existence of a unique solution in a neighbourhood of any initial data is completely standard as
one can write down an explicit formula for the solution. Moreover the formula for the solution reveals
that the solution exists for all time, given any initial polygon and indeed ancient solutions also make
sense for any initial polygon. These are properties that usually do not hold in full generality for other
geometric flows and generally require much work to prove, whether they hold in general or under
particular conditions.

3. Preliminary properties of the semi-discrete hyperbolic polyharmonic flow
In this section we detail the setup of the semi-discrete linear hyperbolic polyharmonic flow and

discuss some of its properties. Some of this material is similarly described in [2, 13].
The matrix M given in (2.3) is a circulant matrix. A general circulant matrix B has the form

bO bl bZ : bn—Z bn—]
b,.1 by b by3 by
bn—2 bn—l bO bn—4 bn—3
B = : ;
b, by by --- by b
| by by b3 -+ Dbyt bo |

where each row is produced by shifting each of the elements of the previous row to the right. A matrix
of this form is also denoted B = circ(by, by, . . ., b,—1). Many properties of circulant matrices are detailed
in [4] with further details about their eigenvalues and eigenvectors in [20]. The product of circulant
matrices is circulant, therefore M™ is circulant for any m € N. For a characterisation of the elements of
M™ we refer to [13, Lemmas 3.2 and 3.3].

Our next result is an extension of [13, Lemma 3.5] to include the second time derivative.

Lemma 3.1. Let a vector in R" with all entries equal to the same constant ¢ be denoted by ¢. Also let
E denote a p x p matrix. We have the following properties, where X is a solution to (SHPF,):

(1) Mmf:(iandforanya,-eRfori: 1,2,...,p,
(2) 4(XE + (@, an....d,)) = (-1)"'"M"(XE + (@,d».....d,)) and
(3) LXE + (@, d,...,d,) = M (XE + @1,y ...,d,)).

Proof. The first two parts above are proved in [13]. The third follows by a simple calculation. O
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Remark 3.1. As remarked in [13], the polygon X can be considered as a graph G = {V, E} where
V = {Xo,...,X,-1} are the vertices of the polygon, and E is the set of edges between consecutive
vertices and the degree of each vertex is 2. Therefore the matrix L = —M is a Laplacian matrix
which has a corresponding definition as a Laplacian operator [3,22]. We have —L™ = (=1)"*!M™ and
the semi-discrete polyharmonic flow can be associated with a higher order linear hyperbolic flow for
graphs.

The eigenvectors of any n X n circulant matrix are in C" and given by,
Pe= (Lo o™, 0" fork=0,1,...,n—1, (3.1)

where w = e?/", Here powers of w are the nth roots of unity. Each P, may be thought of as a
polygon by placing the entries of P, into C as the vertices of the polygon, and joining consecutive
entries by arrows. Specifically, Py = (1,1,...,1)T is a point, and the remaining P; are either regular
convex polygons, non-convex regular star polygons, or a line interval in the case of n even. By regular
we mean polygons whose symmetry group is the dihedral group. Each pair P, and P,_; comprises
the same regular polygon, but with the arrows in the opposite orientation. The exception is when n
is even then P: in isolation is a line interval where the arrows between points overlap each other 3
times. For each n, the collection {P;}/Z| contains the regular embedded polygons with n sides, regular
immersed star polygons with n sides where all vertices of P, are distinct, degenerate cases where we
have multiply covered regular embedded and immersed polygons whose number of sides is a factor
of n, as well as the reversed orientation of these polygons. Also included for n even is the multiply
covered line segment P;.

n-1
Proposition 3.2 ([2]). The set of eigenvectors, {\/Lﬁpk}k—o of M forms an orthonormal basis for C"
where the corresponding eigenvalue, Ay, for each Py is given by

A = —4sin’ (ﬂ—k) .

n

Importantly for us, denoting by A, the eigenvalues of matrix (—1)"*!M™ corresponding to
eigenvectors P, we have

i i= (=120 = —4m [sin2 (%k)] . (3.2)

Observe that all eigenvalues are negative, except for A, .

The eigenvalues of a circulant matrix occur in conjugate pairs with some exceptions. That is,
Ax = A,— with the exception of Ay and Az for n even [4,20]. Furthermore, if the circulant matrix is
real and symmetric, the eigenvalues are real and thus each eigenvalue pair A; = A,_. This holds for
(=1)™!'M™ for each m and so we have A,,0 = 0, 4k = Appi and A,,, /2 does not have an equal pair for
neven. Also 4,y < 4,1 <Oforallk=2,..., [gJ )

Lemma 3.3. Given a vector X € R", if
(-DH™Mme=¢, (3.3)
where ¢ = (c,c,...,c)! for a constant c, then ¢ = 0.
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Proof. We use the diagonalisation of the matrix (—1)"*! M™ which is given by

1 _
(=)™ pmm = ZFdiag (Anp) F, (3.4)
where F' is the Fourier matrix,
1 1 1 1
1 C()] (,()2 wn—l
F = [Po  J pn_l] -1 &? Wt W] (3.5)
i wr;—l a,2<;z—1> . w(n—b(n—l)

and diag(4,,,) 1s the diagonal matrix with diagonal entries given by the eigenvalues
Am0s Amts -+ s Amn1. The matrix F in (3.4) is the complex conjugate of the matrix F, where F -l = %F .
Rearranging (3.3) gives
diag(A,)F% = Fé.
Considering the first entry of each side in this equation gives A, Z;:é x; = nc and, given 4,9 = 0, we
conclude ¢ = 0. O

We complete this section with a restatement of [13, Lemma 3.7] which will be needed in the next
section. The result characterises the solutions X in Lemma 3.3 as just the vectors with all entries equal.

. . 2 . . .
Lemma 3.4. Given a vector ¥ € R", if (=1)"'M™% = 0 then X is a constant vector with all entries
equal. Thatis X =2 = (c,c,...,c)! fora constant c.

4. Planar solutions to the semi-discrete linear hyperbolic polyharmonic flow

In this section we consider planar solutions of (S HPF,,). First, in Section 4.1, we consider self
similar solutions, then, in Section 4.2 we consider solutions with general initial polygon X0) = X,.
Because (S HPF,,) is second order in time, specifying only X(0) = X, does not yield a unique solution
in general.

4.1. Planar self-similar solutions
Here we are interested in self-similar solutions to (S HPF,,), that is, solutions Y(t) related to the

initial polygon X(0) = X, via the formula

X(t) = gOXoR(F(1)) + h(o), (4.1)
where g, f : R —» R and h:R — M,x> (R) are twice-differentiable functions. Here g(¢) represents
scaling (g(¢) > O for all r € [0,T)), R(f(¢)) is the 2 X 2 rotation matrix by angle f(¢), and ﬁ(t) is a
n X 2 matrix corresponding to translation where ﬁ(t) = (ﬁl(t) ﬁz(t)) and h;,h, : R > R. We have
g0)=1, f(0)=0,and ﬁ(O) = 0,2, Where 0,5, is the n X 2 zero matrix, such that )?(O) = )?0. Note that
when considering Xasa polygon in C, Eq (4.1) is instead written

X(t) = g(ne !X, + (),

where rotation is given by ¢/ and translation by /(z) € C".
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Proposition 4.1. If a family of polygons in the plane X isa self-similar solution to the flow (S HPF,,)
by scaling, then X (1) has the form

X(1) = g (1) (1P + c2Pyy) (4.2)
for some fixed k € {0, 1,..., l%J}, where

ct+1, foro =0andk = 0.
ct[1-gler, for§>0andk = 0.
g(t)=1€ 31 [coS (Y 1) + € sin (Ymx )], for0 <6 <2 |/lm,k|andke{1,... [%J}

(1 +che?, foré=2 |/lm,k and k € {1, cees [%J}
e+ (e —e), for 6> 2 \J|Ans| and k € {1’ e L%J}
Here
0 / /
ry=——= +/lm, mk = +/lm
+ 5 ks Ymk = k
and ¢ € R, ¢y, ¢y € C are constants. In the case n is even and k = £, we have X () = c18(D)Ps.

We observe from above different behaviour corresponding to the zero eigenvalue 4,,¢. In this case, if
¢ = 0 the point ¢; Py +c;, P, can be moving (¢ # 0) or stationary (¢ = 0). Proposition 4.1 shows that each
regular polygon Py is a scaling self-similar solution of (S HPF,,). Since the flow (S HPF,,) is invariant
under affine transformations, scaling self-similar solutions are in the form of affine transformations of
the basis polygons. For k > 0 we observe that the self-similar polygon solutions decay with oscillations
for small damping coefficient, but for large damping there are no oscillations as they decay.

Proof. Since )?(t) = g(t))?o is to satisty Eq (S HPF,,) for all ¢, we use this to find an equivalent
expression in terms of X,. We have

aX .
— =g X
dr g ()Xo

and .
d*X () 2
so (S HPF,,) becomes
g’ (1) Xo + g (1 Xy = (1) g (1) M" Xy,
that 1s,

AGINAC,
[g(r) 0

The right hand side above is independent of ¢ so the scaling factor g (#) must satisfy

:|XO — ( 1)m+1 MmX

§D+6g(M-Cg®=0 (4.3)

for some constant C.
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This being the case, the remaining equation for X, is
CXo = (=)™ M"X,.

For this equation to have a nonzero solution )?0, it must be that C is an eigenvalue of (— ™! M™. Thus
we have the possibilities C = 4,,; for any k with corresponding eigenvectors P; and P,_;.

Solving the differential equation (4.3) with C = A, for k € {0, 1,..., [gJ} , 0 and the initial
condition g(0) = 1 we obtain the expressions for g(¢) as in the statement of the proposition. m|

Proposition 4.2. Consider the family of polygons in the plane, X (1) given by
X(1) = XR(f (1)), (4.4)
where R(f(t)) represents the rotation of the polygon X, by angle f(t), with f(0) = 0.
(1) If}z(t) satisfies (S HPF,,) with 6 = 0 for all t, then X(t) has the form

X(t) = (1 Pi + 2Py )R( = i),

for some k € {1,2, e, [%J} and any constants ci,c; € C, where A, is the corresponding

eigenvalue for eigenvectors P, and P, .
(2) In the case 6 > 0, there are no nontrivial solutions of (S HPF,,) that evolve by pure rotation.

Remark 4.1. (1) We did not include k = 0 in Proposition 4.2(1) above because then 4,,o = 0 and
X (1) = ¢ for a complex constant c; this is just the trivial solution of (S HPF,,).

(2) Itis not surprising there are no solutions evolving by purely rotation with § > 0 as this corresponds
physically to a damping term.

Proof. To establish an expression for the rotation matrix R(f(z)) in SO(2) we consider the skew
symmetric matrix S : R — so(2) such that

f@® 0

Note that S (f(#)) = f(¥)S (1) and so %S (f(®) = f'(»HS)and j—;S(f(t)) = f”(1)S (1). Considering the
map exp : so(2) — SO(2), we have exp(S (f(¢))) = R(f(¢)). Furthermore

S(F@) = [ 0 - (”].

d d’
ER(f(t)) = f/(OS (DR(f(1)) and @R(f(t)) = [F'OS P RF@) + £ (0S (DR ().
We also note that S (1)> = —I,. Therefore for )?(t) = J?OR( f(1)) to satisty (S HPF,,) we have

Xo[(F7 @0y + 6/ @)S (1) = (F OPh| = ()™ M"X,. (4.5)

The right hand side above is independent of ¢ so for a nonzero solution X it must be that (f"(r) +
51 (1)S (1)—(f'(1))*1, is constant for all 7. This requires f’(¢) = b for some constant b and so f”'(t) = 0.
Therefore, (4.5) becomes

Xo(6bS (1) = B°L) = (-1)""'M"X,. (4.6)
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If 6 = 0, then the above reduces to —b*X, = (=1)"*1M™"X,, and so

[(—1)'"“Mm n bzln] Xy = 0,0. (4.7)

For a nontrivial solution X)O we require
L5]
det (="' M" + b1, | = | | + %) = 0.
k=0

Hence b = + /-1, for some k € {0, 1,..., [%J} . Given that —b* = A,,4, the null space of (—=1)"*1 M™ +
b1, is spanned by Py and P,_;. Therefore )?0 = ¢ Py + ¢, P, for complex constants ¢y, ¢; and the rate
of rotation f(r) is given by f(f) = ++/—A,«t in this case. Note that for £k = 0 we have 4,0 = 0 and
Py=(1,...,1)" and so f(t) = 0 and )?0 1S a constant vector.

We now consider the case 6 > 0. From (4.6) we have

Xo[6bS (1) — B’ LT = (b* — 6bH) X,y — 26b°X,S (1) = M*"X,. (4.8)

Letting X, = [)E’ i] we therefore have
b* -2 §|-20b° |y %] =M |7 .
and a rearrangement gives
(M - v* - b)) |2 §] = 2007 -3]. (4.9)
Multiplying both sides by (M m_ (b* - 6b2)12) we have
(M - &' =LY [% 7] = —260° (M2 - b - 9D [ 3]
= —20b°[266°% 26b%5 from (4.9),

which is equivalent to
[ = b* = 67)1,)? + 46°b°| Xy = Oy
For a non trivial X, we require
X 1)
det| (W27 = 0" = I, + 45" =

k=0

(A0, — " - (52192))2 + 452196] = 0.

Each factor in the product above is the sum of two squares. Since 6 > 0, the only chance of a zero
factor is if b = 0 which implies f () = 0. Substituting » = 0 back into (4.8) we find only the trivial
solution X(f) = & for any complex constant c. O

Proposition 4.3. Consider the family of polygons in the plane, X (1) given by
X(t) = Xy + h(p), (4.10)

where ﬁ(t) represents the translation of the polygon )?0 and ﬁ(O) = 0. If )?(t) satisfies (S HPF,,) for
all t then X, corresponds to a single point in the plane. That is, there are no non-trivial self-similar
solutions by translation under the semi-discrete polyharmonic flow.
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Proof. Since ﬁ(t) translates each vertex of }?0 in the same way, it follows that ﬁ(t) must be a vector in
C" with every entry equal to the same function of . Since (4.10) is to satisty (S HPF,,), it follows that
h (1) must satisfy

() + 6 (1) = (= 1) M™ | Xy + hi(r)| = (1) M™%,

Again, the right hand side is independent of #, so each element A(?) of h (1) must satisfy
@) +oh(@)=C
for some complex constant C. In view of Lemmas 3.3 and 3.4, the only solutions of
-1y"™'mM"¥X, = C
are the constants X, = d, corresponding to trivial solutions of (S HPF ). O

Remark 4.2. One can solve the ODE for 4 to obtain the expression for the path of translating point in
both the 6 = 0 and 6 > O cases. The results are, for 6 = 0,

h(t)=dt

and for ¢ > 0, p
_ -0t
h(t) = 5(1 —e )

for constant d not equal to zero.

4.2. Planar solutions for general initial data

In this subsection we move from considering those solutions to (S HPF,,) that move self-similarly
to general solutions given specified initial data. As the governing equation is hyperbolic there are
natural analogues of initial position and velocity; the former is clear in our setting while the latter gives
rise to several options. Consequently we specify our results in this section for given initial polygon
X, only and include free parameters that can be determined from an appropriate additional condition.
Two possible such conditions are outlined in the remark below.

Theorem 4.4. Given an initial polygon X, = " ang with n vertices in R*> and any m € N, the
Eq (SHPF,,) with 6 = 0 and initial data X 0 = fo has a unique solution given by

n—1

Y(t) = (ag + ag t) Py + 2 [a/g cos ( \/—/lm,kt) + ay sin ( \/—ﬂm,kt)] Py, “4.11)

k=1
where the ai, k =0, ...,n — 1 are arbitrary constants.

Proof. The proof is similar to the parabolic flow cases in [2] for m = 1 and in [13] for general m. The
set of eigenvectors {Pk}Z;(l) of (=1)"*! M™ forms a basis for C". Therefore by considering )_()(t) e C" we
can write our polygon in the form

n—1
X0 = ) )Py, (4.12)
k=0
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where the coeflicients a,(f) are complex. We have

dX’ n—1
— =) a )P
& =2
and 1
&PX S,
—a = a, (t) Py.
dt kZ:(;
Since )?(t) satisfies (S HPF,,) with ¢ = 0, this gives

n—1

n—1 n—1
DAl O P = ("M Y P = ) ()P
k=0 k=0 k=0

Hence

@y (1) = A ran(t)
for each r which implies

ao(t) =co+apt,

while for all otherk=1,...,n -1,

a,(t) = ¢, cos ( \/—/lm,kl‘) + ay sin ( V_/lm,kt) R
for constants ¢y, ai, k = 0,1,...,n— 1. The result follows in view of the initial coeflicients. O

Remark 4.3. The appearance of arbitrary constants ay, .. .,a,_; in the solution formula (4.11) is not
surprising. Prescribing only the initial polygon does not give provide enough information to solve
(S HPF,) uniquely. There are of course many ways extra information can be given yielding a unique
solution. Two of these are

(1) A ‘zero initial velocity’ condition. Clearly, in view of (4.11), this will resultinay = a; = ... =
a,—1 = 0.

(2) A ‘prescribed polygon at later time’ condition. In other words, not only do we specify the initial
polygon, but we also specify another polygon at some later time. In view of the arguments of the
sine functions in (4.11), this can be messy in general, however, suppose for a specific example we
required

- T
X|———|=Py+ Py.
(2,/—1,”,1) ot
From (4.11), we must therefore have

Vi

A+ agg———=1,0a,=1
2=

T /1mk . T /lmk
and @’ cos| = A [== |+ aqgsin| = [ == =0, fork=2,...,n— 1.
i (2 Am,lJ @A (2 /1,,,,1) "

This kind of specification of X at another time is also a kind of approach to the discrete Yau
problem where we consider the solution only on a finite time interval.

Mathematics in Engineering Volume 7, Issue 3, 281-315.



294

Next we consider the case of 6 > 0. The damping ensures convergence to a point that, under
certain conditions and under appropriate rescaling, is an affine transformation of a regular polygon.
This is fundamentally different behaviour from the undamped case where the solution (4.11) exhibits
continued undamped oscillations.

Theorem 4.5. Given an initial polygon Xy = Zk 0 oszk with n vertices in R* and any m € N, the
Eq (SHPF,,) with 6 > 0 constant and initial data X 0) = Xo has a unique solution given by

ap a
R0 = [af+ %2 - et Py + Z ()P, (4.13)
where .
aer i 4 gy (¢7mit — glmil) | for | i < &,
: . X
@ (1) = 3 (@) + ay)e™ ¥, if Ami = =5, (4.14)
_o . 2
e 2! [0/2 COS (Ymt) + a sin (Vm,kl)] , Jfor /lm,kl > %,
0 + (5)2 + A
Fompk = —= * - ,
+m,k 2 2 m,k
and
S 2
Ymk = _/lm,k - (E) .
The constants ay for k = 0,...,n — 1 are arbitrary. The solution exists for all time and converges
exponentially to a point.

When the dominant eigenvalue Ama, Where Ay g > Ay for all k € {1 . BJ} satisfies the condition
| A al << or Ama = =5 wzth at least a, or a,_, nonzero, then under appropriate rescaling, the solution
is asymptonc ast — oo to an affine transformation of a regular polygon with n vertices. Otherwise if

2 2 . - . o
Ama = —% and ag = ay—q = 0, or |4 > ‘%, then the solution in (4.13) exhibits continued oscillating

behaviour as it shrinks to a point.
Remark: In view of (4.14), all modes of the solution are exponentially decaying except for Py.
Proof. Again writing )?(t) = ZZ;(I, (1) Py, since )?(t) satisfies (S HPF,,) with ¢ > 0, this gives

n—1 n—1

D Loy () + 6 (0] Py = (=1)" M Z ()P = Z AGY

k=0

Therefore for each k,
@) () +6a, (t) = Ay ai(D).

Solving the above equation for different cases of the eigenvalues A, in relation to ¢, solves the
coeflicients ay(?) as given in (4.14).

Since 6 > 0 and each 4,,; < O for non zero k, then each @, (f) goes to zero as t — oo for each
k=1,...,n— 1. Therefore

lim X(¢) = [ag + %0] Po,

t—oo
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that is, each vertex of the polygon converges to the same point, by 0/8 + % where ozg is the complex
constant given by the initial polygon, and ay is an arbitrary complex constant.

To determine the limiting shape of the polygon, we consider an appropriately scaled and translated
version of X(7) given by

70 = g (X0 - b + 52 - De| o).

The scaling factor g(¢) is determined by the value of the damping term ¢ and the relationship of
the eigenvalues A, 4, to this damping term, such that this therefore determines the coefficient terms as
given in (4.14).

Suppose that for the dominant eigenvalue A,,;, we have [4,,,| < & Then we choose the scaling

4
factor to be
e(%— \, %+/lm.1)t

g(t) _— e_r+zn,1t -
Note that fork =2,...,n — 1 we have

Timk — Vam1 = £ _+/lmk_\/_+/lm1<0

and
) |62
—E—I’er’l:— Z+/lm’l<0.
Therefore for k = 2,...,n — 1 the expression e+ q,(t) will go to zero as t — oo and we have

lim Y(¢) = (@9 — a)Py + (@°_, = ap_1) Py
—0o0

Therefore ¥ (#) converges to an affine transformation of P;.

(S5

If we have the condition A,,; = =% w1th a, or a,_; nonzero, then we choose scaling factor g(¢) =
We therefore obtain

= |

lim Y)([) =aPy+a,_1P,_1,

t—o0
where the limiting shape is again an affine transformation of P;.

In the case of the original polygon being orthogonal to P;, then we instead consider the next
dominant eigenvalue A,,, for some d € {2, cees [%J} where the initial polygon is not orthogonal to P,.
The scaling factor g(f) is therefore chosen in the same way as described above, but instead involving
ﬂﬂhd' 2 2

In the case of the dominant eigenvalue with property 4,,, = —% and a; = a,—q = 0, or |4, 4] > %,
then taking the scaling factor to be g(¢) = e gives

n—(d+1)

Y(t) = a?,Pd +a’ JPua + Z [ag oS (Ymt) + ai sin ()/m,kt)] P
k=d+1

or 1
= Z [a/,? oS (Ymt) + a sin (ym,kt)] Py,
[

respectively. Therefore in these cases we have oscillating behaviour of the polygon as it shrinks to a
point. O
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Remark 4.4. As we did earlier for the undamped case, we can supplement the initial condition in
Theorem 4.4 with an additional condition to ensure a unique solution. In the case of prescribing a
second polygon at a later time, we create a hyperbolic flow that begins with one polygon, transitions
through a second polygon at some fixed time and then converges exponentially to a point that, under
rescaling, is an affine transformation of a regular polygon for certain values of 6.

Figure 1 depicts the evolution of a pentagon under the semi-discrete hyperbolic polyharmonic flow
form = 1,2, 3 and with damping term ¢ = 4. All arbitrary constants a; fork =0, 1,...,n—1 are chosen
to be zero. A selection of nine states of the polygon under the semi-discrete hyperbolic polyharmonic
flow are superimposed over the initial polygon. The figures demonstrate the behaviour of the flow as
the polygon shrinks and converges to an affine transformation of the regular polygon. In the case of
m = 1 we have [A,,| < % for all eigenvalues. In the case of m = 2 and m = 3, only the dominant
eigenvalue 4, satisfies this condition, and so the terms in our solution that involve the eigenvectors
associated with non-dominant eigenvalues, include coefficients with oscillating expressions as set out
in (4.14). Convergence is faster for higher m.

Figure 2 depicts the evolution of the same pentagon as given in Figure 1 under the semi-discrete
hyperbolic polyharmonic flow at the same overlayed time steps and for select values of m. In this case
however, non zero arbitrary coefficients a; are prescribed such that the polygon flows to a specific
polygon at a particular time value before shrinking to a point.

(@m=1,6=4 (bym=2,6=4 (©m=3,6=4

Figure 1. Evolution of the pentagon given by )_()0 = ((~1, 10),(0,0), (9, -1),(3,9), (10,2))"
under the semi-discrete hyperbolic polyharmonic flow for select values of m = 1,2,3 and
damping term 6 = 4. All arbitrary constants a; are chosen to be zero. Nine distinct stages
of the evolution are shown superimposed over the initial polygon, starting at + = 0 and with
a time step of 0.3. The same time step values are used for each case of m. In each case, the
polygon at time step ¢ = 1.2 is shown in red which may be compared with Figure 2, where
constants a; are chosen so that the polygon first flows to an intermediate polygon at time
t = 1.2 before shrinking to a point. Further details on example (a) are provided in Appendix.
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(@m=1,0=4 bym=2,6=4 ©)m=3,6=4

Figure 2. Evolution of initial pentagon as given in Figure 1, under the semi-discrete
hyperbolic polyharmonic flow for m = 1,2,3 and damping term 6 = 4. The constants a;
are chosen so that at time ¢ = 1.2 we have )?(1.2) = agPO + 3P,. Distinct time steps of the
evolution are shown superimposed over the initial polygon starting at # = 0 and with time
step 0.3. The intermediate prescribed polygon at time ¢t = 1.2 is shown in red. The same
time step values are used for each case of m. Further details on example (a), including the
constants a; for this case, is provided in Appendix.

Figure 3 depicts the evolution of a hexagon under (S HPF,,) for m = 1,2,3 and damping term
0 = 7, where all arbitrary constants a; for k = 0,1,...,n — 1 are chosen to be zero. Distinct states

of the polygon are overlayed over the initial polygon. In each case the dominant eigenvalue A4,,; has

the condition |4, | < %. Otherwise for each case of m shown, the coefficients given in the solution

vary based on the conditions and expressions given in (4.14). We see that for m = 3, where only the
dominant eigenvalue satisfies [4; | < %, that the convergence to the limiting shape is faster.

@m=16=7 bym=2,6=7 ©m=3,6=7
Figure 3. Evolution of a hexagon X, = ((0,10),(4,10.5),(7,3.5),(~1,9), (10, 1), (=2,0.5))"
under the semi-discrete hyperbolic polyharmonic flow form = 1, 2, 3 and damping coeflicient
60 = 7. The constants a; are chosen to all be zero. Distinct time steps of the evolution
corresponding to a time step of 0.5 are shown superimposed over the initial polygon at ¢ = 0.
The same time step values are used for each case of m.
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4.3. Ancient solutions

We may also examine ancient solutions of our hyperbolic polyharmonic flows of polygons by
considering limits as t — —oo in solution formulae, which always make sense in this setting. In the
0 > 0 case for planar polygons, we get different outcomes based on the relationships of the least and
most dominant eigenvalues with ¢, as well as the arbitrary constants a; chosen in the expression (4.13)
and (4.14).

We demonstrate such solutions by following a similar argument as in the proof of Theorem 4.5,
rescaling and translating X (1) as follows

V() = g(t)(X (1) — @o(r)),

for appropriate rescaling factor g(z). If we have '/lmi% J’ < %

asymptotic convergence to the affine transformation of the regular polygon PL% jast — —co. We see

and aq, = O for all k, then we observe

this by choosing scaling factor g(t) = ¢ sl if /lm»L% ]| < %2, or g(t) = st if ‘/lm,L% 1| = % and note
VA — o0 0
[l_l)I_Iio Y = QL%JPL%J + an—l_%JP”_l_%J'

When 7 is even, this will be the straight line interval of 5 overlapping polygon edges. If the original
polygon is orthogonal to PL% ] then we consider the next least dominant eigenvalue and get a similar
result, provided the arbitrary constants q; are zero.

In the case of nonzero arbitrary constants, if we have at least a; or a,_; not equal to zero, where
A, 1s the dominant eigenvalue and [4,,;| < %, then choosing a rescaling factor of g(r) = e if

3
[Ama] < % or g(t) = % if [Ap 1] = %, demonstrates asymptotic convergence to an affine transformation
of regular polygon P; as t — —oo, given by

lim Y)(l‘) =aP,+a,_P,_;.

[—>—00

If a; and a,_, are both zero, then we consider the next dominant eigenvalue A,,4, d € {2, e [%J} ,
where a,; or a,_,; 1s nonzero, and similarly choose the rescaling factor g(¢) as described above but
involving eigenvalue 4, , instead. Here we have asymptotic convergence to an affine transformation of

the regular polygon P, as t — —oo.
5. Solutions in higher codimension

To consider the flow in higher codimension, we set up similarly as in [2]. Let each vertex X; € R?

be denoted as X; = (x1;, x2j,..., Xp;). Consider the ith coordinate for every vertex in the polygon, for
i=1,2,...,p, we can define
% = (Xi0s Xils - - +» Xin—1)) "5
which is a vector in R”. Therefore
X=(% - %). (5.1)
Fork=0,1,..., [%J , let us define the following vectors in R”
2k Atk 2(n - Drk\\"
G = (l,cos (i),cos (L)cos(u)) , (5.2)
n n n
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T
5 = (0, sin (?),sin(@),...,sin (M)) . (5.3)

n n

The vectors & and 5§} are the real and imaginary parts respectively of eigenvector P;. Thinking of each
entry of P, as expressed as a vector in R?, we have P, = (& §k). Furthermore, nonzero elements
from the set {Cy, Sk} 2] are mutually orthogonal and form a basis for R". Therefore each xX; for
i=1,..., pcan be expressed as

15]
X = Z(a'ikc_)k + BikSk)
k=0

for real coeflicients a; and SBy.
A family of polygons can therefore be expressed as

E
=3 (=2 - — - 2> a’lk(t) a/pk(t)
Xt = (%10 %,(1)) 2. (@ &) [ﬁlkm ) (5.4)

5.1. Self-similar solutions in higher codimension

We obtain the same behaviour of self-similar solutions in the higher codimension that we see in the
plane polygon case. In regards to solutions that are self-similar by scaling, these solution polygons are
planar in R”. There are no non-trivial self similar solutions by translation. In the case of self similar
solutions by rotation, when a damping term 6 > 0 is involved again we have no non-trivial solutions.
In the rotation case where 6 = 0, pure rotations are possible. We provide a simple construction of a
planar rotator, but do not give a complete classification of general rotators.

Proposition 5.1. If a family X of polygons with n vertices in R? is a self-similar scaling solution to
the flow (S HPF,), then X)(t) has the form

X(t) = g0 (& s*k)[“; N g] (5.5)
p

foranyk € {1, 2, [%J} and real constants aj and B; for j = 1,..., p, where

ct+1, foro =0andk =0,
§+[1_§]e—5f, for6>0andk =0,
2 () = ¢ 5 [coS (Y t) + ¢ sin(yux )], for0<8<2 |/lm,k| and k € {1, ey [g“ , (5.6)
(1+che 3, for 6 =2 \[|Ans and ke {1, | 2]}
e e (e — e, for6>2Mandk€{l,...,[%J},

such that

§ / 5\ / 5\
T+ =75 + (5) + Amks Ymk = ‘(E) + A
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The higher codimension polygon X(t) is the image of a linear transformation of a regular polygon
P, = (3k s}) with n vertices in R?, with linear transformation T : R*> — RP” given by

T(x,y) = (x y)[gi N g;’] (5.7)

Proof. Suppose )?(t) = g(t))?o for differentiable scaling function g : R — R. Following the same
process as in the proof of Proposition 4.1, we find

(g"(t) g

+0

8 g()

such that since the right hand side of the above equation is independent of 7, we have

)X)O — (_1)m+le}?0

g'(H) +6g' (1) — Cg(r) = 0.
This results in the following

| M™ = CL| Ky = Oy (5.8)

For nonzero )?0 we therefore require C to be the eigenvalues of the matrix (—1)"*! M™ such that C = Ami
for k € {0, 1,..., [gJ} The corresponding eigenvectors are P, = (Bk E}() and P,_; = (8k —Ek), noting

5, =0 and §n = 0 for n even. Applying a linear transformation as given in (5.7), produces a polygon
in R? given by

> a @
X = E) 5) r s
= D)
and furthermore this polygon solves (5.8), where «; and §; for all i = 1,..., p are any real coeflicients.
Similar to the plane polygon case, solving Eq (5.8) for C = 4,4, ¢ and the required initial condition
g(0) = 1 gives us the expressions for g(¢) as stated in (5.6). O

Proposition 5.2. Consider the family X)(t) of polygons in R? such that
X() = XoR(2), (5.9)

where R : R — S O(p) represents a time-dependent p X p rotation of the polygon X, in R? such that
R©O) = 1,.

If X)(t) satisfies (S HPF,,) for some 6 > 0 and all t then R(t) = I, and )?0 corresponds to a point in
RP?, that is the only self similar solution by rotation in this case is the trivial solution.

If )?(t) satisfies (S HPF,,) with 6 = 0 for all t then pure rotations are possible.

Proof. We first consider the case where 6 > 0. We also consider the explicit expression for the solutions
for (S HPF,,) stated and proven in Theorem 5.5. This solution is given in (5.15) where

5

0 0
> > o\ ¥ T @
fo=Ra s
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and
5]
=3 (> = > 2 Q’lk(t) apk(t)
X(t) = (@) apo(f))‘i'k:l (@ Sk)[ﬁlk(t) ol (5.10)

where
o . 4dio 4o _g

ajo(t) = a; + 5 s >
foreachi =1,..., p and g, are arbitrary constants. The a;(#) and B;(¢) are given in (5.16) and (5.17)
also in the statement for Theorem 5.5.
We require J?OR(t), where R(?) is a rotation function, to be of the form given in (5.10) above to
satisfy (S HPF,,). The expressions for a;(#) and B;(¢) all include an exponential decaying term e 3!
and so we must have a;p = 0, ay(f) = 0and By(t) =0 foralli=1,...,pandk =1,..., [%J . This gives

v _ =2 0 0
fy=ap(aly - aby).

and so our initial polygon is a point in R” and we have only the trivial solution for X(#) inthe § > 0
case.

For the case where 6 = 0 we give an example of pure rotation self-similar solutions, without
classifying all possible solutions of this type.

We consider the skew symmetric matrix § : R — so(p) such that for the exponential map, exp :
so(p) — S O(p), from the set of skew symmetric p X p matrices to the set of p X p rotation matrices,
we have exp(S (7)) = R(¢). The second derivative of R is therefore given by

d*R  d*S s\’

— =—R —| R).
dre?  dr ®+ ( dt ) @
For X(t) = XoR(?) to satisfy (S HPF,,) where § = 0 we have

5 d°R

Xz = (1" ' M" X,R(2),

which in terms of the skew symmetric matrix and with rearrangement implies
S lcﬂs (dS

2
[ () [, o

2 .
For (5.11) to be true for all ¢ then ‘575 + (%) must be a constant matrix we denote as B, and

XoB = (-1 M"X,. (5.12)

We can consider rotations in a plane given by orthogonal axes x; and x;, for i, j € {1,..., p} and
i # J, where remaining p — 2 axes are invariant. We denote this rotation as R, . (f;;(#)) where the
differentiable function f;; : R — R is the angle of rotation at time ¢ in the x; — x; plane and where
fij(0) = 0. Furthermore R, . .(f;j(t)) = exp(S ..., (fi;(1))) for skew symmetric matrix S, .,(f;;(#)). This

Mathematics in Engineering Volume 7, Issue 3, 281-315.



302

matrix S, .. (f;;(®) = [sw : a,b = 1,..., p] has entries given by s;; = —s;; = —f;;(f), or 5;; = —5;; =
fij(0), and all other entries are equal to zero. We also write S ., . (f;;(1)) = f;;(1)S \,.;(1) and note that

d d
275 e (i (1) = [0S 2, (1) and =58 ., (fif(0) = f7 (DS 1,(1)-

Denoting by /;;, the pX p matrix with 1s in the (7, i)th and (j, j)th diagonal entries, and zeroes elsewhere,
we have (Sxi’xj(l))2 = —Ijp.
Following from (5.11), for a rotation on the x; — x; sub-plane, the matrix

DS (1) + OV (S (DY)

has —( fl.’j(t))2 in the (i, i)th and (, j)th diagonal entries, — f,-'j’(t) in the (i, j)th entry and fl.’j’(t) in the (j, i)th
entry (for i < j), and all other entries are zero.
Since this matrix is constant, we must have fi'j(t) = b, for some constant » and so fl.'j’(t) = 0 for all
t. Therefore we have
— b Xl = (1" MK, (5.13)
The matrix Xol; ;p has zero coordinate vectors at each position, except for the ith and jth coordinate
vectors. That is, for X)Olij,p = ()E’l “e- )?p) , X = 0 for all k # i, . We denote this matrix as Yo,ij- For

any k € {1, s {%J} , consider an initial polygon of

fo=os=(a a)5 ).
p

where a; = 8, = 0 for all [ # i, j, and is therefore the image of a regular polygon P, = (Ek ik) from R?
mapped to R” by a linear transformation, that is planar in the x; — x; sub-plane of R”. We note that for
this expression of X, which corresponds to the eigenvectors Py, we have

(1" M™%y = A Xo,
for any k € {1, e [gJ} . From (5.13) we therefore have
—b*Xy = —b*Xy,;; = (1" M" X,

and so b = + /=, for k € {0,1,...,n — 1} such that f;;(t) = +/—A,. The rotation in the x; — x;
plane is therefore given by R, .,(+ 4/—4xf). This demonstrates that polygons in R” given by affine
images of regular polygons Py in R? such that they are planar polygons in main sub-planes of R?, are
self similar solutions by rotation. We suspect that there are also other rotation self-similar solutions for
general rotations. O

Remark 5.1. If the rotation R(?) is acting on a subspace that the polygon )?(t) is not in, then )?(t)
YOR(I) = )?o. In this case for 6 > 0, the only solution is the trivial solution }?o where )20 = (c_z’l ce. dp
for real constants a;, i = 1,..., p.

—

We complete the discussion of higher co-dimension self-similar solutions by stating there are no
non-trivial solutions by translation.
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Proposition 5.3. Consider the family of polygons with n vertices in R, X(#), such that
X = Xy + h(D), (5.14)

where fz(t) is a n X p matrix that represents the translation of the polygon X, and ﬁ(O) = Opxp. If X')(t)
satisfies (S HPF,) for all t then each vertex of X, is the same fixed point in R?. That is, there are no
non-trivial self-similar solutions by translation under (S HPF,,).

Proof. The proof follows the same process as that for Proposition 4.3. In the higher codimension case
we find 7’ (t) + i’ (t) = C = (81 e 3,,) for real constants ¢;, i = 1,..., p. Then from Lemma 3.3 and

Lemma 3.4, the only solution to
(_l)m+le)?O — C)

. . =2
isif Xy = (51’1 ... Ez’,,) for real constants ay, . .., a,. |

5.2. Higher codimension solutions for general initial data
A similar result to Theorems 4.4 and 4.5 holds for polygons in higher codimensions.

Theorem 5.4. Given an initial polygon )?0 with n vertices in R? as expressed in (5.4), the Eq (S HPF ),
for any m € N, with 6 = 0 and initial data X (0) = X, has a unique solution )?(t) for all time given by

X(0) = & (@1000) + anor -+ ay(0) +ayor) + 3 (@ §)[“1k(t) “pk(f)]
ol@10 10 PO PO Z Sk Bu®) - Bu®|
where
a; () = ay(0) cos ( Y, —/lm’kl') + ay sin ( \/—/lm’kl)
and
Bic(t) = Bix(0) cos ( \/=Anit) + by sin (y=Anat)
where a; and by, are arbitrary constants fori = 1,...,pandk =0,1,..., [%J .

Proof. We follow a similar argument to Theorem 4.4 and the process given for the parabolic flow cases
in [2] for m = 1 and in [13] for general m. As given in the setup above and in (5.4), we consider a
polygon given by

3]
X = (%0) -+ F(0) =

k=

S5 o jaw@® - ap(D)
(@ s) [ﬁlk(t) ﬁpk(t)]'

(=]

The second derivative is given by

> L]
P&, L e - e
az ~ g0 H0)= 2, (@ ) o - ol

Since the polygon X (1) satisfies (S HPF,,) with § = 0 then we have
L5]

4]
> o a/llk(t) a,;),k(t)]_ _1yn+lgm > 2 [alk(t) ka(t)]
2, (@ sk)[ﬁ;'k(r) B =ML W) g g
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L]
S ooya@® e au(D)
A () [ﬁlkm ﬁﬁkm]'

k=0

Therefore (1) = Ay and B (1) = APy foralli=1,...,pandk =0,..., BJ .
For k = 0 we have 4,,o = 0 and so

a;o(t) = ain(0) + ajpt and Bip(1) = Bip(0) + bot,

fori =1,..., p and where a;y, b;y are constants.
For k = 1,...,[§J,wehave

ie(t) = i (0) cos (y=Ayat) + ai sin (V=Ait).
Bix(t) = Bir(0) cos ( v _/lm,kt) + by sin ( \/_/lm,kt) ,

for constants a;;, b;;, and as such the result follows. O

and similarly

A damping coefficient 6 > 0 in (S HPF,,) causes the polygon to shrink to a point in R”. Under
appropriate rescaling, the solution converges to a polygon in R” that is the affine image of a regular
polygon in the plane.

Theorem 5.5. Given an initial polygon X, with n vertices in R as given by

—

n
3 0 0
2 2> 2\ % T Xk

Xo = (Ck Sk)[o IlP

k=0 o pk

and any m € N, the Eq (S HPF,,) with 6 > 0 constant and initial data X ) = X')o has a unique solution
given by

X() = (@) - @o<z>)+LgJ (& s?)[“‘k(t) apk(t)] (5.15)
! — Bu@®) - B’

where p u
_ 0 i0 0 st
CYio(t) = aiO + 7 - 78 .

foreachi=1,...,pand where ayy are arbitrary constants.
Each a(t) is given by

2
a?kerﬂn,kt + aik(erfm,kt — er+m,kt), for |/1m,k| < %’
_9 . 2
ay (1) = (a/?k +apt)e”?', if dni = —61, (5.16)

. 2
oo ausinGco].or >

and similarly for By/(t),

ﬂ?kerﬂn,kt + bik(er—m,kt — eh—m,k’), for |/lm,k| < 64_2’
_9 . 2
B (t) = { (B, + by)e ™, if Ami = =5, (5.17)
_9 . 2
e [,B?k oS (Ymuit) + b sin (Vm,kl)] , Jor |/1m,k| > 67,
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where

and
o)
VYmk = _/lm,k - (_) .

The constants a; and by, are arbitrary constants fori=1,...,pandk=1,..., [EJ .

The solution exists for all time and converges exponentially to a point in RP. If the dominant
eigenvalue A,,4 satisfies |4l < % or Adpg = —% where at least a;y or by is nonzero for any i €
{1,..., p}, then under appropriate rescaling, the solution is asymptotic as t — oo to a planar polygon
in R? with n vertices which is an affine image of a regular polygon in R?. If A,,.4 = —% withaj; = by =0
foralli=1,...,p, or|d,ql > %, the solution exhibits continued oscillating behaviour as it shrinks to
a point.

Proof. Since the polygon )?(t) is to satisfy (S HPF,,) with 6 > 0, we obtain

5, 08 Wiy oo oo
drt dt Py ﬁlk(t) + 6ﬁ1k(t) Tt ﬁpk(t) + 5:8pk(t)

15]
m+1 g gm 5 oy |aw@ o ap(d)

Il
&~
2
=
—_
=

DNBu® - Bu®|

Therefore we are left to solve
@ (1) + 0 (1) = Appi(t)

and
Bi(®) + 6Bi(t) = A iBi(D),

fori=1,...,pandk=0,..., HJ . This leads to expression for @;y(?) as stated in the theorem, and the
cases for a;(¢) and B;.(¢) as given in (5.16) and (5.17).

With the same reasoning as given for the planar case in Theorem 4.5, as ¢+ — oo then each vertex of
the polygon will converge to the same point in R” given by (“(1)0 +5,.., a/go + %") .

To determine the limiting shape of the polygon as it shrinks, again we consider an appropriate
rescaling and translation of X() given by

() = g(0) (X)) - (dro(t) -+ @p(0))), (5.18)

and where the scaling function is chosen based on the chosen damping term ¢ and the relationship of
eigenvalues A, to this damping term, that then determine the expression for the coefficients a;(f) and
Bir (D).

If the dominant eigenvalue A,,; satisfies |4, ;| < % then we choose scaling function g(f) = e "',
By similar reasoning as in Theorem 4.5, we find that
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0 0

. - 5 S\ |@y —ann o @ —Api
lim Y (1) = (c1 sl) 0 _p 4 bl
=00 11— P o1~ Ppl

We have P, = (81 sﬂ) which is a regular polygon in plane R?. Therefore the limit of Y(7) is the polygon
P, where each vertex is mapped to a vertex in R” by the linear map T, : R> — R” given by

0 _ 0 _
af, —an @, apl]

Ti(x,y) =(x
1(x,y) ( )’)[ (l)l_b“ ﬁgl_bpl

T is a linear transformation, and since P; is in the plane, the image of P, under T is two dimensional
and therefore planar.
2 . . .
Ifa,, = —% and a;; or b;; 1s nonzero for any i € {1,..., p}, then we choose the scaling factor to be

3
g = % in (5.18). Taking the limit gives

lim ¥(1) = (& a)[Z: Z”j.
14

>0

Therefore considering the linear map T, : R? — R” given by
_ an e apl
Tz(x,)’) - ()C y) [bll bpl]

we have the same result as above where the limiting shape is given by the image of P; in R? mapped
to R? by Tz.

Given T and T, are linear transformations from R?, the resulting polygon in R” that is the image of
these maps, is planar.

If 4,1 = —% anda;; = by =0foralli =1,...,p, then we choose the scaling factor g(¢) = 3! for
the expression in (5.18) which gives
_> o[t &
o=@ sl ]
11 pl
. 15] (Ek 5{) [a(l)k coS(Ymit) + arg SIn(yypt) -+ a?,k COS(Ymit) + apk sin(ym,kt)] .
=) ﬁ?k COS(’)/m’kt) + blk Sln()/m,kt) e ﬂgk COS(’}/m,kt) + bpk Sln(ym,kt)

2 5 o a’?k COS(Vmit) + arp SIN(Yppt) -+ aok COS(Vmit) + api SIN(Yp i)
Y(¥) = (Ck Sk) 0 ’ . ’ g ’ . ’ .
— Bl €oS(Ymkt) + buesin(ymut) -+ B COS(Ymit) + bk SIN(Y k1)

As such, in both these cases the polygon exhibits continued oscillating behaviour.

In the case of @;1(0) = 0 and B8;;(0) = O for all i = 1,2,..., p, we instead scale the polygon by
an expression involving A,,4 such that 4,,, is the next dominant eigenvalue where we have nonzero
@4, Bia, and carry out the same process as described above depending on the relationship A4,, , has with
the damping term o. O
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Remark 5.2. Results regarding ancient solutions also hold for solutions in higher codimension using
the scaled polygon
Y(0) = g0 (X(t) = (@no(t) -+ @),

with g(¢) chosen similarly as described in Section 4.3. Here we need to consider the values of the
arbitrary constants a;; and b in the general solution given in (5.15). Whether these constants are equal
to zero or not will determine the limiting behaviour of the polygon as t — —oco and whether we have
asymptotic convergence to an affine image of P; or PL% ] in R?. The outcome is based on the same
reasoning as in the planar polygon case.

6. Semi-discrete geometric flow between polygons

In [11], Lin and Tsai described Yau’s curvature difference flow whose objective is to evolve one
curve to another, either in finite time or in infinite time, possibly up to an isometry, using a parabolic
flow. In [13], we considered a first order in time semi-discrete polyharmonic flow analogue of Yau’s
curvature difference flow. Here we consider a second order in time analogue that includes a linear
damping term.

Theorem 6.1. Given a target polygon Y with n vertices in R?, for p € N, p > 2, and any fixed 6 > 0,
all solutions X () to the second order semi-discrete Yau difference flow,

d*X dX

o= (- "t mm X - Y| (SYDF,,)

with any initial polygon )?(0) = X, with n vertices, exist for all time and converges ast — o to a
-
translate of Y.

Remark 6.1. (1) Recalling the operator (—1)"*' M™ is a higher order linear curvature-type operator,

the right hand side of (S YDF,) is precisely the difference in this type of curvature of X as

ompared with that of Y. When X = Y, the right hand side is identically equal to zero and
X=Yisa stationary solution.

(2) Of particular interest is that convergence to Y is obtained for any initial polygon.

(3) Above we say ‘all solutions’ because the problem as written is underdetermined. As earlier, to
obtain a unique solution we must provide some additional data, for example, an initial ‘velocity’
or a specific polygon through which the solution transitions at a specific time. Our result says
whatever the initial polygon and additional data, we will always have long time existence, and
convergence as t — o to Y.

(4) If, instead of having the same number of vertices, one of )?0 or ¥ has fewer vertices, we can simply
duplicate vertices or add points on the line segments joining vertices to create initial and target
polygons with the same number of ‘vertices’. This process is described in more detail in [13].

Proof. As in [13] we set up a difference polygon, Z(t) = )?(t) -
Write
L5] M M

33 - y y
EONCE I
k=0 Yk Yok

(SIS
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and
15] 0 0
> a e @
=2 )
k=0 Lk pk
Then
L] o _ M o _ M
7 2 3 alk_ylk @ T Yok
ko Sk @ a0 2]
=0 RaY: ok~ Ypk

Since Y is constant, it follows that Z(t) satisfies Eq (S HPF,,) and therefore, by Theorem 5.5 has
solution

[5] ) /D
- @) - 2,0
Z(t) = Cr l &) <2> ]
e ( ) Zlk (l) “ e (l‘)
where foreachi=1,...,p,
(1) (1) aj aop _
NOE ( 0= ) T e o (6.1)

where a;y are arbitrary constants, and fork = 1,2,...,n—1,

(a?k yfll)) rmkl g (er+m.kt _ er‘"’vkt) i for |/lm,k| < §’
220 = (“?k Wt ay t) Fnid, if Ay = —2, (6.2)

e 3t [(a?k " >) oS (Ymut) + aix sin (Y, kt)] for |/lm,k| > %,

and
( 0 -y ) ek by (ermkl — grmal) | for | < &
200 = (8% = VP + bit) e, if A = —72 (6.3)
e 3! [( ?k - ygl?) oS (Ymit) + by sin (ym,kt)] , for |/lm,k| > T’
where

) / 5\’ / 5\’
Vamk = _5 x (5) + ﬂm,k’ Ymk = _ﬂm,k - (5) .

The constants a;; and b, are completely free. Hence

% U (g o , 9p0  Apo _s;
Xt:E’[a0+———e e Qg+ —— — ——e
=@+ 5= TS s
) L3] (8 ) z(llk)(t) FyD <1>(t) +y(1)
£ k )(Z) + y(2) . (2)(I) + y(Z)

In view of (6.2) and (6.3), provided a; is chosen such that

o . 4o 1)

foralli=1,..., p, we will have )?(t) — Y ast — oo. Otherwise X will converge to a translate of Y as

t — o0. O
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The case of a moving target polygon Y(1) may be handled using Green’s functions as follows.

Considering polygons in the plane, our equation can now be written as

X dX T
—5 6 =1 M X - V).

where

n—1
Y(6) = > we®)Pe.
k=0

Specifically, in view of Proposition 3.2 we may seek a solution to (6.4) of the form
n—1
Xty = adP.
k=0

Then, by linearity of (6.4), the coefficients of the evolving polygon X() satisfy

@ () + 0 (1) = Ay [ar(t) = yi(D)]

with solution for k = 0
ay(t) = C()e_ét + d

(6.4)

(6.5)

(6.6)

with arbitrary constants ¢y, dy. The given data will put at least one condition on these constants, so

only in special cases will the translation term approach that of Y.
Fork=1,2,...,n— 1, writing as usual

5 5\?
amk = —= E = +/lm s
Femk = 75 \](2) *

we have the independent real solutions to the homogeneous equation

6’2
a/({l)(t) = ¢ and a/({z)(t) = e for |/lm,k| <7

62
€)) — m, 2) e Tt _
@, (1) = " and @/ (1) = t ™" if Ay = -5
and 2
; ; 5
a/zl)(l‘) = e %' cos (Ymit) and al(<2)(t) — ¢ %'sin (Ymut) for /lm,k| > T
where
5 2
= \[~ns =3

These allow us to write down a Green’s function corresponding to each coefficient function:

G (x,1) |2 (00 - &P ()

= det W, ()
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where

Cl’(l)(t) a,(z)(t) ]
W@ =],k k .
0| 4o

The solution to the nonhomogeneous Eq (6.6) is then

t
a(t) = e (1) + c@l (@) + f Gy (x, 1) yu(x)dx,
0

where c. are arbitrary constants. The solution polygon is then

n—1

Xt) = [coe—‘” + do] Py + 2
k=1

!
e, (D) + cua ) (1) + f Gy (x, 1) yk(X)dX] Py.
0

The limiting solution will not translate as per Y unless dy = Yo is constant. In view of the form of the
coeflicients of the other P;, whether the solution will approach Y(¢) as t — oo depends precisely on the
behaviour of the terms involving the Green’s functions.

Figure 4 depicts examples of the semi-discrete Yau difference flow. In Figure 4c, nonzero values
of a; are chosen such that the polygon passes through an intermediate polygon at a fixed time before
converging to the target polygon. Figure 5 shows alternative cases for the Yau difference flow including
where a polygon can be flowed to a polygon of different number of vertices by setting excess vertices
along the line segments or by duplicating excess vertices.

@m=1,6=4,alla, =0 bym=2,6=4,alla, =0 (c)ym=1, 6 =4, a; nonzero

Figure 4. Different cases of pentagons flowing to regular pentagons under the semi-
discrete Yau difference flow. In each case, selected time steps of the evolution are shown
superimposed over the initial and target polygons. The initial polygon is given in blue and
the target polygon in orange. The target polygon in this case is 5P;. In (c), the arbitrary
coeflicients a; are prescribed such that the polygon flows to an intermediate polygon at a
particular time, depicted in red. In this case the intermediate polygon is 3P;.
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@m=2,6=4,alla,=0 bym=1,6=4,allar=0 ©gm=1,6=4,allap =0

Figure 5. Different cases of pentagons flowing under the semi-discrete Yau difference flow.
In each case, selected time steps of the evolution are shown superimposed over the initial and
target polygons. The initial polygon is given in blue, and the target polygon in orange. (a)
depicts a quadrilateral flowing to a regular pentagon. (b) demonstrates a pentagon flowing to
a triangle by duplicating excess vertices for the target polygon (c) demonstrates a pentagon
flowing to a triangle by setting excess vertices to lie on the edges of the triangle.

Remark 6.2. (1) Hyperbolic flows that evolve one smooth curve to another are discussed in [14].
Parabolic flows that achieve this are described in [11, 15]. In general, some conditions on the
smooth initial and target curves are needed. For example, they might need to be strictly locally

convex. Alternatively, for curves given as radial graphs one may flow the radial graph function
by the heat equation.

(2) In the case of 6 = 0, there would be no exponential decay factors in the solution formula and

instead of convergence to the target Y we would have oscillating about the target polygon for all
time.

(3) By considering a sequence t — —oo of initial polygons, we can construct a flow with ‘initial’
(limiting + — —o0) polygon X . that passes through two states, say X, and X, at two distinct
times before converging to the target polygon Y. The hyperbolic flow with damping (S YDF,,)
allows two intermediate states X, and X, in such a process, as compared with a parabolic flow that
would allow one intermediate state. More intermediate states could be accommodated by using
higher order flows. Such considerations could be relevant in practical applications, for example,
where a collection of robots or drones need to pass through several specific states before approach
a long-term target state.

(4) The evolution Eq (S YDF,,) can flow any initial polygon X, with n sides to any target polygon
Y with 7 sides. As in the smooth case and as discussed in [11] for example, there are also other
ways of deforming one polygon to another that do not involve a curvature flow. In our setting we
could simply take, for example, X:[0,1] > R” given by

X =t/ +(0-0X,.
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(5) As with our earlier flows, one may consider ancient solutions to (S YDF,,). Again in comparison
with the smooth case any solution at all may be extended back in time.

(6) The flow (S YDF,,) can evolve an n;-gon )?0 to an n,-gon Y where n; # ny are not necessarily
the same. We can either duplicate vertices or add additional vertices on the line segments of the
polygon of fewer vertices. If for example n; < n,, then )?0 is adjusted to a n,-gon where some of
its original vertices are duplicated (Figure 5a). Similarly if n; > n,, Y can be adjusted to a n;-gon
with the same approach (Figure 5b). An example of adding additional vertices along connecting
line segments is given in Figure Sc.

7. Conclusions

In this paper we considered damped hyperbolic motion of closed polygons in R”, p > 2, by a
linear semi-discrete hyperbolic analogue of polyharmonic curve diffusion flows. Our flows correspond
to second order linear ODEs, and solutions in both the plane and in higher codimension are given
explicitly and their behaviour explored. For positive damping, an initial polygon may evolve to any
other prescribed polygon at a fixed later time, before converging exponentially to a point in R”. Under
certain conditions and appropriate rescaling, a plane polygon asymptotically converges to an affine
transformation of a regular polygon. In the higher codimension case, given similar conditions and
again with appropriate rescaling, the polygon asymptotically converges to a planar polygon in R”
that is an affine image of are regular plane polygon. For systems with zero damping factor, the
solution undergoes continued undamped oscillations. Self-similar solutions under such semi-discrete
hyperbolic flows are also examined. We also introduced the semi-discrete linear hyperbolic analogue
of Yau’s curvature difference flow, where we are able to evolve any initial closed polygonal curve to
any other polygon. The introduction of the second time derivative for the hyperbolic flows in question
allows for an additional polygonal state to be prescribed, such that an initial polygon flows to an
intermediate state at a fixed time, before converging exponentially to a given target polygon in infinite
time.
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Appendix

Calculations for example in Figures la and 2a

We provide further detail for the calculation of the examples given in Figures la and 2a. In both
these cases we have an initial plane polygon with five vertices given as a vector in C°,

Xo = (=1+10i,0,9 - i,3 +9i,10 + 2i)" . (A.1)

We consider damping term 6 = 4 and m = 1.
The basis eigenvectors {P;};_, are given by Py = (1,1,1,1,1)", P; = (l,w,0* &, 0", P, =
(1, %, w*, w, )T, Py = (1,0, w, ", )T, and P, = (1, w*, 0, w?, )T, where w = e’ . Furthermore

we have eigenvalues
. o [Tk
/11’]( =4 Sll’l2 (?)

fork =0,1,2, 3, 4. We note that |/11,/<| < % =4forallk =0,...,4. The coefficients ag in the expression
)?0 = 2220 ang are calculated as follows,

af = 5 (0.

for )?0 as in (A.1), and we note that afg = % + 4i. The solution to (S HPF,,) for this example is given by

= 21 . ao ay _y4 :
XO=|—+4i+——- =€ Py+ HP A2
(0 =|% +4i+ - Fe| Py ;akok, (A2)
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where from (4.14) we have

) e(—2+ \/m)t " ake(—z- \/AH-_/llk)t

ax(t) = (@) — ax

21

for k = 1,2,3,4, and the g; are arbitrary constants. All five vertices converge to <

increases. We consider appropriate rescaling by scaling factor

(2— \/4+/11,1)t _ 6(3_ \/5)%’

+”4—°+4iast

g)=e

and translation of X (?) such that

Y() = g(0) (X(n - 2

21

Si4iv D @e“”] PO).

5

Therefore
lim Y() = (¥ — a))Py + (o — a)Ps, (A.3)
—00

which is an affine transformation of the regular pentagon P;.
For the example given in Figure 1a we have a; = 0 forall k = 0, ..., 4, and so the coefficients a(?)
in (A.2) fork = 1,2, 3,4 are given by

(Zk(t) — ag e(—2+ '\/4+/11’k)t

2

and the polygon converges to (% + 4i) Py as t increases.
For the example given in Figure 2a, we choose the constants a; such that

X(1.2) = ((% + 4i) Py + 3P1).

Therefore, we find

3045
0 3 — aVe! 2 3 - aled (V5D
aog = a) = =
0 s U] 61'2”“ _ 61'2r+1’1 e_%(\6+5) _ 6%(\/5_3)
and
T k=234
a, = or kK =
K= 12 — gl » 95T
such that \ .
_ageg(\/g—l) _ageg(xﬁﬂ)
a = fork=2,3, and as =

T e HVE-D _ L33 o 2(VEHD) _ ,2(VEsD)
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