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Abstract: The firing behavior and bifurcation of different types of Izhikevich neurons are analyzed 
firstly through numerical simulation. Then, a bi-layer neural network driven by random boundary is 
constructed by means of system simulation, in which each layer is a matrix network composed of 200 
× 200 Izhikevich neurons, and the bi-layer neural network is connected by multi-area channels. Finally, 
the emergence and disappearance of spiral wave in matrix neural network are investigated, and the 
synchronization property of neural network is discussed. Obtained results show that random boundary 
can induce spiral waves under appropriate conditions, and it is clear that the emergence and 
disappearance of spiral wave can be observed only when the matrix neural network is constructed by 
regular spiking Izhikevich neurons, while it cannot be observed in neural networks constructed by 
other modes such as fast spiking, chattering and intrinsically bursting. Further research shows that the 
variation of synchronization factor with coupling strength between adjacent neurons shows an inverse 
bell-like curve in the form of “inverse stochastic resonance”, but the variation of synchronization factor 
with coupling strength of inter-layer channels is a curve that is approximately monotonically 
decreasing. More importantly, it is found that lower synchronicity is helpful to develop spatiotemporal 
patterns. These results enable people to further understand the collective dynamics of neural networks 
under random conditions. 

Keywords: spatiotemporal patterns; spiral waves; Izhikevich neurons; stochastic boundaries; matrix 
networks; mode transformation 
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1. Introduction 

As an important branch in the field of nonlinear dynamics, the research scope of pattern dynamics 
involves biology, physics, mathematics, chemistry, medicine, astronomy and other disciplines, and the 
research in various interdiscipline has become a hot spot for researchers [1]. Pattern formation is a 
kind of non-uniform macro structure with certain regularity in time or space, which extensively exists 
in nature, such as pattern formed by self-organization in organic polymers, crystal structure in 
inorganic chemistry, stripes on the surface of animal fur, streak clouds in the sky, etc [2]. From the 
thermodynamic point of view, the first two types of patterns are those existing in the thermodynamic 
equilibrium state, and the last two examples are those generated when leaving the thermodynamic 
equilibrium state [3]. Pattern dynamics is an important branch in the field of nonlinear science [4]. Its 
research purpose is to explore the basic laws of pattern formation and evolution, which are common 
among various systems in the objective world and have universal guiding significance [5]. In recent 
years, as a group of interconnected basic units, complex dynamic networks have attracted more and 
more attention in many fields such as social science, biology, mathematics and engineering science [6]. 
In complex dynamic networks, one of the interesting and remarkable phenomena is to show collective 
behavior [7]. Collective behavior is an important attribute of complex systems, which means that the 
whole is greater than the sum of parts [8]. Because complex networks are natural spatiotemporal 
systems, patterns can be observed in these systems [9]. Spatial patterns, such as target patterns, spiral 
waves and vortex waves, are examples of patterns that occur in complex systems, such as reaction-
diffusion systems and neural networks [10].  

Spiral wave is a kind of important non-equilibrium pattern, which reflects the macroscopic 
structure of nonlinear system with some special laws in time or space, and widely exists in excitable, 
oscillatory and bistable systems [11]. It’s mentioned in many literatures that spiral wave is a traveling 
wave rotating outward from the spiral center in a two-dimensional excitable medium [12]. Generally 
speaking, the formation of spiral wave is either the free end generated in the propagation wave or the 
wave collision generated in the inhomogeneous medium [13]. Many interesting works have been 
carried out, most of which have been proved to be effective in removing spiral waves and preventing 
spiral waves from breaking [14]. It’s believed that the spiral wave in the heart tissue is harmful, so 
many schemes have been proposed to inhibit the spiral wave and prevent the spiral wave from 
breaking [15]. Neural network is a complex dynamic network, which can show many active states of 
spatial structures, such as spatiotemporal chaos, stochastic resonance, synchronization, chimeric state 
and spiral wave [16]. Network structure, neural model, even considering disturbance and noise, which 
are inherent properties of neural network, will affect the formation of patterns [17]. Studying these 
phenomena can bring new insights into the function of neurons [18,19]. Among the tools for studying 
neural networks, wave propagation mechanism is one of the most effective mechanisms [20]. Spiral 
wave is a kind of collective behavior, which exists widely in nature [21]. In fact, spiral wave is a special 
propagation of nonlinear wave [22]. It rotates around a center (called seed), which determines the wave 
dynamics [23]. It is very important to study the dynamics of spiral waves, because they have been 
observed in neocortex and arrhythmia of mammals [24]. It has been proved that both atrial fibrillation 
and ventricular fibrillation are caused by spiral waves [25]. The spiral seed in the heart fiber rotates 
more frequently than the natural frequency of the heart, making the heartbeat irregular [26]. Therefore, 
it can cause fibrous fibrillation [27]. Therefore, modeling and identifying the structures formed by 
spiral waves can help design methods to eliminate spiral waves and control fibrillation [28].  

The combination of chemical, physical, electrical and structural characteristics of neurons makes 
them highly complex dynamic units [10]. Zhao et al. introduced some recent developments in the 
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dynamic behavior of complex networks (CNs) and complex networks with multi-weights (CNMWs) 
under various control methods, and several output synchronization criteria for multiple output coupled 
complex networks (MOCCNs) were formulated by using the Lyapunov functional method and 
inequality techniques. [29,30]. One of the best tools to deal with this advanced complexity is to study 
neural spatiotemporal patterns [31]. The electrophysiological and structural characteristics of neurons 
in neural networks lead to complex characterization [32,33]. These performances are the driving force 
behind our biological behavior as human beings [34]. Technically, the firing rhythm of neurons 
determines the function of the brain [35]. These rhythms mainly include spikes and bursts, or a 
combination of these two modes [36]. In other words, they help us better understand their functions, 
although there is little detailed information about their chemical, electrical, morphological and 
structural properties [37]. In this field, one of the most important models is the spiral model. This 
pattern can be observed in many chemical, biological, physical and ecological systems [38]. Spirals 
are unique because they are self-organizing and self-sustaining [10,39]. They can play a regulatory 
role in a system and change its dynamics [40]. For example, there is experimental evidence that spiral 
waves are crucial to some ongoing cortical activities, because they act as rhythmic regulators in neural 
populations [41]. Sleep disorders, seizures and attention deficit hyperactivity disorder are just a few 
examples [42]. Spiral waves can also cause arrhythmias. They are considered to be the main cause of 
reentry wave front [43]. Reentry is one of the most prominent types of arrhythmia, which can lead to 
sudden death [44]. From the perspective of experimental research, spiral waves widely exist in nature, 
such as the oxidation of carbon monoxide on platinum [45]. Biological experiments found that spiral 
waves also exist in the cerebral cortex [46]. The appearance of spiral wave is also observed in human 
cardiac muscle [47]. Using a simple active medium model, Kuklik et al. studied the influence of spatial 
spreading inhomogeneity of transverse element coupling on spiral wave trajectory [48]. They also used 
the FitzHugh-Nagumo model of an excitable medium to investigate the effect of the random 
perturbation of cell coupling on the stability of a spiral wave in 2010 [49]. They believed that electrical 
cardioversion could lead to one of three outcomes, such as immediate termination of arrhythmic 
activity, delayed termination or unsuccessful termination, and they propose a model of atrial fibrillation 
as a coexistence of several spiral waves fixed in an active medium with inhomogeneity [50]. In Kumar 
and Amita Das’s work, molecular dynamics simulation was used to prove the excitation of two-
dimensional dusty plasma at the particle level [51]. Kwon et al. clearly demonstrated that the new 
mechanism can create a period-2 helix by computer simulation of a simple mathematical model 
describing the dynamics of the spiral wavefront [52]. Lacitignola et al. tested some findings by 
numerical approximations of the complete model and found interesting scenarios that led to spiral 
fracture to obtain appropriate changes in system parameters [53]. Studies have shown that researchers 
studying the firing activity of neurons in the cerebral cortex have also observed patches with spiral 
waves that are closely related to the information transmission between neurons in the brain's neural 
network [54]. In experimental studies, researchers have found that cardiac patients can also discharge 
myocardial tissue cells in spiral waves, and more seriously, spiral wave rupture may cause heart 
fibrillation, resulting in sudden cardiac death and causing serious consequences [55]. In general, the 
study of spiral waves has very important practical significance [8]. 

Little problem has been reported about the spatiotemporal dynamics in neural networks 
constructed by Izhikevich neurons derived from the modeling of cortical neurons at present [56]. At 
the same time, considering that Izhikevich neurons have many different types of discharge patterns, 
people basically only consider them as excitatory or inhibitory neurons to build neural networks when 
they are used for analysis, but rarely consider the formation and rupture of spiral waves in the neural 
networks [57]. According to the existing research, the neural network of the cerebral cortex has a 5-
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layer structure, so the bi-layer network is the most basic component. Neurons will inevitably connect 
with other neurons around them, which is actually the channel for information exchange and 
connection. Under the influence of these complex factors, neural networks will show different 
synchronization properties and spatiotemporal patterns. Moreover, it is unclear whether the neural 
networks constructed by different types of Izhikevich neurons can induce spiral waves [58]. In this 
paper, the matrix neural networks constructed by several different types of Izhikevich neurons under 
the random boundary conditions are discussed, and the influence of the coupling strength between 
neurons on spatiotemporal dynamics are investigated. A square neural network driven by random 
boundary is constructed firstly, and then multiple connection regions are set on the network to connect 
with the second layer neural network. The first layer generates spiral waves, which are transmitted 
from multiple regions to the second layer, and then the formation and rupture of spiral waves are 
observed from the second layer. In order to have a clearer understanding of cortical neural networks, 
the synchronization of the second layer network is also studied by changing the coupling strength 
between neurons as well as the inter-layer connection strength, and the change of synchronization 
factor with the coupling strength between neurons in the second layer also shows very interesting 
results. The arrangement of the paper is as follows: In Section 2, the Izhikevich neuronal model is 
introduced and the matrix network is constructed; In Section 3, the numerical simulation results are 
analyzed; Section 4 summarizes the important research conclusions of the research. 

2. Models and methods 

2.1. Izhikevich neuronal model 

To understand how the brain works, people needs to combine experimental studies of the animal 
and human nervous systems with numerical simulations of large-scale brain models [59]. Eugene M. 
Izhikevich proposed a neuronal model in 2003 which is computationally simple, but capable of 
producing the rich firing patterns exhibited by real biological neurons [60]. The Izhikevich neuronal 
model is biologically as plausible as the Hodgkin-Huxley neural model, and is as computationally 
efficient as the integrate-and-fire neural model [61]. The reason why we choose Izhikevich neuronal 
model from various neuronal models is that the main modeling object of this model is cortical and 
thalamic neurons, which can reproduce all their known neuronal firing behaviors, and has simple 
structure, rich physiological significance, and high computing efficiency. And more importantly, it is 
applicable to network simulation. The Izhikevich neuronal model driven by external stimulation 
currents can be represented as follows 
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where v represents the membrane potential of the cerebral cortical neuron, and u represents the 
recovery variable, both of them are dimensionless variables [62]. Constants a and b are used to control 
different types of neurons, I is considered as external stimulus current [63]. 

When the value of neuronal membrane potential is greater than the peak value, that is, if v > 30 
mV, the membrane potential is reset in the following way 
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where c and d are constants. 
Different setting of the constants a, b, c and d yields several typical models of the Izhikevich 

neuron with different firing types, for example, regular spiking (RS), fast spiking (FS), Chattering (CH) 
and intrinsically bursting (IB) [64]. The specific values and corresponding discharge types are given 
in the table as below. 

Table 1. Control parameters of neurons with different discharge types. 

Types a b c d 
RS 0.02 0.2 –65 8 
FS 0.1 0.2 –65 2 
CH 0.02 0.2 –50 2 
IB 0.02 0.2 –55 4 

2.2. Izhikevich neural network 

In order to study the collective properties and spatiotemporal patterns of neural network, a matrix 
neural network which contains 200 × 200 nodes is constructed in the first step, and all neurons are 
evenly placed in each node [65]. A certain neuron is connected to other neurons at four locations, upper, 
lower, left and right, with connection strength D, and the schematic diagram of the connections 
between neurons is plotted in Figure 1. For the boundary of the matrix neural network, the no-flow 
boundary condition is considered [66]. The no-flow boundary condition considers that the current 
value inside the boundary is equal to that outside the boundary, that is, the current value outside the 
boundary is the same as the value setting inside the boundary, thus the current flowing into the network 
is zero, so it is called “no-flow boundary”. Next, the second layer of the matrix neural network is 
constructed again in this manner and it is considered connecting each other with channels from multiple 
regions [67]. Izhikevich neural model can be used to represent the dynamical equations of two-layer 
network, each of which is connected to the nearest neighbor type in a two-dimensional matrix [68]. 
The collective behaviors of two-layer network can be represented by 
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where subscripts 1 and 2 represent the first and second layer network, and the subscript (ij) denotes 



3949 

Mathematical Biosciences and Engineering  Volume 20, Issue 2, 3944–3969. 

the location of the node in the same layer. It can be seen from the structure of the network that each 
neuron is connected to four neurons, which means that the degree of the network is 4, and the total 
number of neurons in the network is 40,000, which indicates that the scale of the neural network is 
defined as 40,000. 

 

Figure 1. Schematic diagram of the connections between neurons. A certain neuron (i, j) 
is connected to other neurons at four locations, i.e., upper (i-1, j), lower (i+1, j), left (i, j-1) 
and right (i, j+1), with connection strength D. D1 for first layer (Layer-1) and D2 for second 
layer (Layer-2). 

 

 

Figure 2. Schematic diagram of bi-layer coupled neural network for multi-area channels. 
The two layers are connected at the nodes (a) (99 ≤ α, β ≤ 102); (b )(99 ≤ α ≤ 102, 65 ≤ β 
≤ 68), (99 ≤ α ≤ 102, 131 ≤ β ≤ 134); (c) (65 ≤ α, β ≤ 68), (65 ≤ α ≤ 68, 131 ≤ β ≤ 134), 
(131 ≤ α ≤ 134, 99 ≤ β ≤ 102); (d) (65 ≤ α, β ≤ 68), (65 ≤ α ≤ 68, 131 ≤ β ≤ 134), (131 ≤ α 
≤ 134, 65 ≤ β ≤ 68), (131 ≤ α, β ≤ 134). 
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In addition, D1 and D2 in Eq (3) are used to represent the coupling intensity of nearest adjacent 
nodes in the bi-layer network, and each layer is placed in a two-dimensional matrix, as shown in Figure 
2. The intensity of the channel between the two layers is expressed by k. δiα = 1 for α = i and δjβ = 1 
for β = j [69]. Otherwise, δiα = 0 and δjβ = 0. i, j, α and β are integers. For bi-layer neural networks, 
multiple connection regions are opened at specified locations for generating information exchange 
between the bi-layer networks, respectively [70]. For example, in Figure 2(a) the connection region is 
opened between nodes 99 to 102. Figure 2(b) expresses the case that the two layers connect at two 
local areas (99 ≤ α ≤ 102, 65 ≤ β ≤ 68), (99 ≤ α ≤ 102, 131 ≤ β ≤ 134). For the three local coupling 
areas (65 ≤ α, β ≤ 68), (65 ≤ α ≤ 68, 131 ≤ β ≤ 134), (131 ≤ α ≤ 134, 99 ≤ β ≤ 102) are investigated in 
Figure 2(c) and the four local coupling areas (65 ≤ α, β ≤ 68), (65 ≤ α ≤ 68, 131 ≤ β ≤ 134), (131 ≤ α 
≤ 134, 65 ≤ β ≤ 68), (131 ≤ α, β ≤ 134) are displayed in Figure 2(d). 

2.3. Synchronization factor 

To investigate the statistical features of the collective dynamics in the neuronal network more 
systematically, the synchronization factor R of the neural network is calculated by using the mean-
field theory [71]. Synchronization factor R can be calculated as follows 
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where vij denotes the membrane potential of each layer nodes (i, j) neuron and it could be calculated 
from Eq (1). N represents the location of the neuronal node, N2 represents the number of nodes in the 
network, and symbols < > means that the variables are averaged over time [72]. In particular, if the 
value of R approaches to 1, it means that the firing behavior of all neurons exhibits a fully synchronized 
state; when the value of R approaches to 0, it indicates that the neuronal system is in a incompletely 
synchronized state [73] Previous studies have shown that smaller values of synchronization will 
support ordered spatial patterns, while larger values of synchronization can develop homogeneous 
states [74]. Appropriate values of the synchronization factor can generate graceful spatial waves in the 
network [75]. 

3. Results and discussion 

The collective dynamics are calculated by using Euler algorithm with a time step of 0.02 when 
exploring the spatiotemporal properties of neural networks [76]. In each layer, the 200 × 200 (Ni, Nj) 
neuron nodes are uniformly embedded into a two-dimensional square array, with a near-neighbor 
coupling action between the neurons and considering the no-flow boundary conditions [77]. If there is 
no special instruction, each neuron in the first layer will be applied an direct current as external force, 
and the direct current signal applied to each Izhikevich neuron is Iext = 10 [78]. On the boundaries of 
the first layer of the matrix neural network, all random initial values will be generated by random 
functions as v0 = 0.8ξln(i) – 0.2ξln(j) – 3, u0 = –0.8ξln(i) + 0.2ξln(j) – 5, where ξ represents a random 
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number between 0 and 1 [79–82]. And initial values of all other neuron will be selected with the same 
values as (v0, u0) = (0, 0). 

3.1. Firing patterns and bifurcation analysis of Izhikevich neural model 

The time-series of the neuronal membrane potential are calculated using Euler algorithm method 
for a certain time period according to the parameters given in Table 1, and the results are plotted in 
Figure 3. The results in Figure 3(a) illustrate that the membrane potential of Izhikevich neuron in the 
CH firing mode exhibits a series of cluster firing forms with periodic properties, and each cluster spike 
exhibits a modal morphology. For the FS firing pattern, as shown in Figure 3(b), the modelling data is 
derived from inhibitory cortical neurons, where the membrane potential exhibits a periodic firing 
sequence with an extremely high frequency. The IB discharge pattern is first showing patterned 
discharge clusters followed by a series of repeated discharge spikes, as shown in Figure 3(c). The 
neurons in RS states are the most typical neurons in the cortex, and their firing frequency is not too 
fast because the limitation of their parameters determines that the neurons in RS states have the 
characteristics of spike frequency adaptation, as shown in Figure 3(d). Unlike neurons in FS states, 
neurons in RS, CH, and IB states are all used to imitate excitatory neurons, and previous studies have 
shown that the ratio of excitatory and inhibitory neurons is generally 4:1 in cortical neural network. 

 

Figure 3. Time series of membrane potential of different types of Izhikevich neuronal model. 

In order to understand the specific properties of the four different discharge modes of Izhikevich 
neuron more accurately, the bifurcation of the membrane potential is drawn in Figure 4. It is known 
that bifurcation often appears in the mathematical research of dynamic systems, which refers to small 
and continuous changes in system parameters, resulting in sudden changes in the nature of the system. 
Here, how the change of external stimulation current affect the spike interval of membrane potential 
is analyzed, and the analysis results obtained are represented by bifurcation of ISI (inter-spike interval). 
Figure 4(a),(b) make it clear that the peak interval of RS and FS neuronal membrane potential gradually 
decreases with increasing stimulus current intensity I, and the ISI curve shows a tendency to decrease 
monotonically with the increasing of stimulation current intensity from an overall perspective. These 
results mean that the RS and FS neurons are in spiking state, and the time interval between discharge 
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spikes keeps getting smaller. Above conclusions can also be drawn from the time series of membrane 
potential in Figure 3. However, a obvious difference between the two case is that the peak interval of 
neuron in FS discharge state is smaller overall than the ISI of neuron in RS discharge state. Figure 
4(c),(d) demonstrate that neurons in CH and IB discharge states exhibit more abundant firing properties 
when the external stimulation current intensity is relatively small. For example, for neuron in CH 
discharge state, the discharge mode of Izhikevich neuron undergoes the transition from period-2 
bursting state to bursting state when the external stimulus current intensity is greater than 3.5. If the 
external stimulation current intensity is less than 3.5, the discharge mode includes chaotic state, period-
3 bursting state and period-2 bursting state. For neuron in IB discharge state, when the external 
stimulation current intensity increases from 0 to 30, the discharge mode of neurons experiences period-
2 bursting state and chaotic discharge, then evolves to period-2 bursting state and finally to spiking 
state. 

 

 

Figure 4. Bifurcation diagram of membrane potential changes of four different types of 
Izhikevich neurons with external stimulation current. (a) RS; (b) FS; (c) CH; (d) IB. 

3.2. Spiral waves and synchronization in Izhikevich neural networks 

In the first layer of the network, the influence of the random boundary value of the matrix network 
on the spatiotemporal pattern at different times can be observed due to the influence of the external 
current and the random boundary, as shown in Figure 5. It can be seen that the first layer generates 
spiral wave induced by random values of boundary under appropriate coupling intensity and external 
force, and the second layer is in the different states. When the time is relatively small, the advance of 
traveling wave induced by random boundary can be observed, and some spiral seeds and broken spiral 
waves gradually appear. As time increases, some single armed and double armed spiral seeds can also 
be observed. 
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Figure 5. The development of spiral wave induced by random values of boundary at 
different time units under coupling intensity D1 = 1.0 in the first layer network. The 
snapshots show the spatial distribution for membrane potentials of the neurons in the first 
layer of coupling intensities D1 = 1.0 over the time. For (a) t = 100; (b) t = 1000; (c) t = 
2000; (d) t = 3000; (e) t = 4000; (f) t = 5000; (g) t = 6000; (h) t = 7000 time units. 

 

Figure 6. The development of spiral wave induced by random values of boundary at 
different time units under coupling intensity D2 = 1.0 in the second layer network. The 
snapshots show the spatial distribution for membrane potentials of the neurons in the 
second layer of coupling intensities D1 = 1.0 and D2 = 1.0 over the time. For (a) t = 100; 
(b) t = 1000; (c) t = 2000; (d) t = 3000; (e) t = 4000; (f) t = 5000; (g) t = 6000; (h) t = 7000 
time units. 

Coupling channels between the two layers are set in multiple areas and spiral wave of first layer 
affect second layer via the coupling channels. When only one connection channel is set in the middle 
of the first layer network, the spatiotemporal pattern of the second layer network at different time units 
are shown in Figure 6. An obvious characteristic of Figure 6 is that all the images at different times in 
the figure are similar to target waves, except for breakage at 500 time units. Target-like waves tend to 
move from the boundary to the center of the matrix network, thus different spatiotemporal patterns can 
be seen at different times. Since the change of the spatiotemporal pattern is not of analytical 
significance when changing the observation time, we chose to fix the time at 5000 time units and study 
the impact of changing the neuron coupling strength on the spatiotemporal pattern in the later research. 
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Figure 7. The developed pattern of second layer is calculated under different coupling 
intensity D2 at t = 5000 time units when the two layers connect at one local areas. (a) D2 = 
0.1; (b) D2 = 0.2; (c) D2 = 0.3; (d) D2 = 0.4; (e) D2 = 0.7; (f) D2 = 0.9; (g) D2 = 1.1; (h) D2 
= 1.4; (i) D2 = 1.6; (j) D2 = 2.3; (k) D2 = 2.9; (l) D2 = 3.0. 

 

Figure 8. Synchronization factor varies with coupling intensity of second layer D2 when 
the two layers connect at one local areas. 

As shown in Figure 7, the developed pattern of second layer is calculated under different coupling 
intensity D2 at t = 5000 time units when the two layers connect at one local areas. It can be observed 
that the random boundary value propagates from the boundary of the matrix network to the middle 
area and after the collision traveling wave it starts to form a spiral seed and a target-like wave in the 
case of D2 = 0.9. Continue to increase the coupling strength between neurons in the second layer, it 
can be found that the target-like wave breaks and gradually disappears, and then a target-like wave 
with high potential is observed in the central area of the network. By further increasing the coupling 
strength between neurons, it can be observed that the spatiotemporal patterns of the neural network 
experience the process of convergence → diffusion → re-convergence → re-diffusion. Moreover, 
when the coupling strength D2 = 3.0, only the neurons in the central area of the neural network are in 
the discharge state, and the neurons in other areas are inhibited, which may be caused by too large 
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coupling strength. 
According to Eq (4), the synchronization factor is calculated when the coupling strength between 

neurons in the second layer neural network is changed, and the results are shown in Figure 8. Once 
you see the image of synchronization factor, you can easily analyze that it is an inverted bell-like 
shaped curve. In other words, there is an optimal D2 value, which can minimize the synchronization 
factor R. Further analysis shows that when the value of D2 is between 0.4 and 1.3, the synchronization 
factors are close to the minimum, which means that the synchronization of the neural network is low, 
but an unexpected phenomenon is that spiral seeds or target-like waves appear in the network. In 
essence, it can be understood that the synchronization factor is small in this case, and the 
spatiotemporal patterns of the neural system are orderly arranged, so we can see the above situation. 
When the coupling strength is small or large, the neural system tends to be stay in homogeneous state, 
so the synchronization factor is also large. These results are consistent with the previous statement. 

 

Figure 9. The developed pattern of second layer is calculated under different inter-layer 
connection strength k at t = 5000 time units when the two layers connect at one local areas. 
(a) k = 0.1; (b) k = 0.2; (c) k = 0.3; (d) k = 0.4; (e) k = 0.5; (f) k = 0.6; (g) k = 0.7; (h) k = 
1.1; (i) k = 1.3; (j) k = 1.9; (k) k = 2.6; (l) k = 3.0. 

 

Figure 10. Synchronization factor varies with different inter-layer connection strength k 
when the two layers connect at one local areas. 
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In the following research, the influence of the inter-layer connection strength on the 
spatiotemporal patterns in the second layer neural network is studied. As shown in Figure 9, the 
developed pattern of second layer is calculated under different inter-layer connection strength k at t = 
5000 time units when the two layers connect at one local areas. It can be observed that when the inter-
layer connection strength is small (for k = 0.1 and k = 0.1), all neurons are basically in a resting state, 
and only a few neurons oscillate below the threshold. With the increase of inter-layer coupling strength, 
several relatively complete target-like wave patterns can be observed, and then these ring patterns 
begin to break, showing a random change rule. This means that the random boundary plays a greater 
role than the inter-layer coupling strength in the process of generating spiral wave patterns. 

The change trend of synchronization factor when changing the inter-layer coupling strength is 
shown in Figure 10. It is easy to find that the curve is a monotone decreasing function of the inter-
layer coupling strength, which indicates that the synchronization of neurons in the neural network will 
rapidly decrease to a value close to 0 with the increase of the inter-layer coupling strength, and then 
basically keep fluctuating in a small range. By comparing Figures 9 and 10, it can be found that the 
spatiotemporal pattern shows that there is neither spiral wave nor spiral seed when the synchronization 
factor is relatively large. With the further increase of the inter-layer coupling strength, the 
synchronization factor decreases rapidly, and the target-like wave appears in the spatiotemporal pattern. 
When the inter-layer coupling strength is further increased and the synchronization factor is reduced 
to close to 0, the occurred target-like waves begin to break. As mentioned earlier, this is also related to 
the randomness of random boundary values. 

 

Figure 11. The developed pattern of second layer is calculated under different coupling 
intensity D2 at t = 5000 time units when the two layers connect at two local areas. (a) D2 = 
0.1; (b) D2 = 0.2; (c) D2 = 0.3; (d) D2 = 0.4; (e) D2 = 0.9; (f) D2 = 1.1; (g) D2 = 1.2; (h) D2 
= 1.4; (i) D2 = 1.5; (j) D2 = 1.8; (k) D2 = 1.9; (l) D2 = 2.1; (m) D2 = 2.2; (n) D2 = 2.3; (o) 
D2 = 2.5; (p) D2 = 2.6. 

In order to understand the impact of the number of connecting channels between layers on the 
spatiotemporal pattern of the bi-layer neural network, the spatiotemporal pattern in the case of two 
area connections are studied as well, as shown in Figure 11. From Figure 11(a)–(c), it can be clearly 
seen that the specific positions of the two connecting regions are obviously different from their 
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surrounding regions, which indicates that the spiral waves generated by the first layer of network have 
a great impact on the spatiotemporal pattern of the second layer. When the connection strength D2 
between neurons in the second layer increases to 0.4, obvious spiral seeds can be observed, including 
single arm and double arm. If we continue to increase the connection strength between neurons, it is 
found that the spatiotemporal pattern starts to change into the form of target-like waves, but the 
appearance of complete target-like waves can hardly be observed. Another obvious feature is that the 
area where the two connecting channels are located has a great impact on the neural network of the 
second layer, and no matter what the coupling strength is, this impact basically exists. 

 

Figure 12. Synchronization factor varies with coupling intensity of second layer D2 when 
the two layers connect at two local areas. 

When the two layers are connected at two local areas, the synchronization factor changing with 
the coupling intensity of the second layer is shown in Figure 12, and the curve in the form of anti-
resonance is observed again in this image. It can be found that when the variation range of D2 is from 
0.5 to 1.2, the value of synchronization factor R is the relative minimum, however the synchronization 
factor is relatively large when the coupling strength is small. This anti-resonance curve shows that 
there is a certain range of coupling strength that can inhibit the synchronization of neurons in the neural 
network. 

Considering that the inter-layer connection strength also affects the spatiotemporal dynamics of 
the second layer neural network, the developed pattern of second layer under different inter-layer 
connection strength is shown in Figure 13. At the same time, if you compare Figures 13 and 14, one 
can find the same rule as described above, that is, the synchronization factor is relatively large when 
the inter-layer coupling strength is small, and no spiral seeds or spiral waves are displayed in the 
network. If the inter-layer coupling strength k is selected as 0.2, the synchronization factor shows a 
maximum value that is not very obvious, showing the form of “resonance”. If the inter-layer connection 
strength is continued to increase, it will again get the result that the synchronization factor decreases 
rapidly and remains near zero. However, no matter whether the value of synchronization factor is 0 or 
not, broken spiral seeds and incomplete target like waves can be observed in the spatiotemporal model. 
Among these broken spiral seeds, the traces of the connection channels in the two areas can also be 
clearly seen, indicating that the location of the connection channels really plays a crucial role in the 
spatiotemporal pattern in the second layer network. 
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Figure 13. The developed pattern of second layer is calculated under different inter-layer 
connection strength k at t = 5000 time units when the two layers connect at two local areas. 
(a) k = 0.1; (b) k = 0.2; (c) k = 0.3; (d) k = 0.4; (e) k = 0.5; (f) k = 0.6; (g) k = 0.7; (h) k = 
0.9; (i) k = 1.1; (j) k = 1.4; (k) k = 2.0; (l) k = 2.4. 

 

Figure 14. Synchronization factor varies with different inter-layer connection strength k 
when the two layers connect at two local areas. 

In the following research, the bisection and trisection points of the spatial location in the second 
layer matrix networks are found out and they are determines as three connection areas to connect the 
two layers respectively. The developed pattern of second layer is calculated under different coupling 
intensity D2 at t = 5000 time units when the two layers connect at three local areas, which is plotted in 
Figure 15. It can be observed that the three connection regions have a great impact on the 
spatiotemporal pattern of the second layer neural network. The diversity of the spatiotemporal pattern 
is derived from the changes in the signals of the three connection channels. When the signals come 
from the three channels collide and interact, rich and varied spatiotemporal pattern can be generated 
in the entire network. With the generation of the collision and the further propagation of the signal, the 
broken spiral wave and double armed spiral seed appear. If the coupling strength between neurons is 
further increased, the appearance of target-like waves can also be observed, and a large number of 
neurons may appear in some certain regular area and discharge intensively at the same time.  
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Synchronization factor varies with coupling intensity of second layer D2 is plotted in Figure 16 
when the two layers connect at three local areas. As in the previous R-D2 curves, the relationship 
between synchronization factor and coupling strength between neurons in the second layer presents 
the form of “anti-resonance”, indicating that there is a certain range of coupling strength which can 
make the synchronization of neural network the lowest. When the connection channel becomes four 
regions, the same conclusion can be obtained, as shown in Figure 20. In general, the synchronization 
factor changes with D2 in the form of anti-resonance when the coupling strength between neurons in 
the second layer is changed. This conclusion is valid regardless of how many connection channels exist 
between the two layers of networks. 

 

Figure 15. The developed pattern of second layer is calculated under different coupling 
intensity D2 at t = 5000 time units when the two layers connect at three local areas. (a) D2 
= 0.1; (b) D2 = 0.2; (c) D2 = 0.3; (d) D2 = 0.4; (e) D2 = 0.8; (f) D2 = 0.9; (g) D2 = 1.0; (h) 
D2 = 1.4; (i) D2 = 1.7; (j) D2 = 1.8; (k) D2 = 1.9; (l) D2 = 2.1; (m) D2 = 2.4; (n) D2 = 2.6; 
(o) D2 = 2.9; (p) D2 = 3.0. 

 

Figure 16. Synchronization factor varies with coupling intensity of second layer D2 when 
the two layers connect at three local areas. 
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Figure 17. The developed pattern of first layer is calculated under different inter-layer 
connection strength k at t = 5000 time units when the two layers connect at three local 
areas. (a) k = 0.1; (b) k = 0.2; (c) k = 0.3; (d) k = 0.4; (e) k = 0.5; (f) k = 0.6; (g) k = 0.7; (h) 
k = 0.8; (i) k = 1.1; (j) k = 1.4; (k) k = 1.8; (l) k = 3.0. 

 

Figure 18. Synchronization factor varies with different inter-layer connection strength k 
when the two layers connect at three local areas. 

If the inter-layer connection strength is changed, whether the connection channels between the 
two layers of neural networks are selected as 3 or 4, the overall change trend of the spatiotemporal 
pattern is basically consistent, as shown in Figures 17 and 21. No matter how many connection areas 
are between the two layers, one can clearly observe the effect of the connection channel on the second 
layer network in the spatiotemporal pattern. In the above two cases, the synchronization factor 
changing with inter-layer connection strength are plotted in Figures 18 and 22. Although these two 
figures are basically consistent with the previous R-k curve on the whole, they show resonance peaks 
similar to resonance when the inter-layer coupling strength is small. Under other inter-layer coupling 
strengths, there is still a random transition from the broken spiral seed to the target-like wave. 
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Figure 19. The developed pattern of second layer is calculated under different coupling 
intensity D2 at t = 5000 time units when the two layers connect at four local areas. (a) D2 
= 0.1; (b) D2 = 0.2; (c) D2 = 0.3; (d) D2 = 0.4; (e) D2 = 0.7; (f) D2 = 0.9; (g) D2 = 1.3; (h) 
D2 = 1.4; (i) D2 = 1.5; (j) D2 = 1.6; (k) D2 = 1.7; (l) D2 = 1.8; (m) D2 = 2.0; (n) D2 = 2.1; 
(o) D2 = 2.4; (p) D2 = 3.0. 

 

Figure 20. Synchronization factor varies with coupling intensity of second layer D2 when 
the two layers connect at four local areas. 

Figure 19 shows the spatiotemporal pattern when there are four connection regions between the 
two layers of networks. It can be seen that when the coupling strength of neurons in the second layer 
is 0.1, the spatiotemporal pattern in the network presents a basically symmetrical pattern. Then, this 
symmetry is destroyed with the increase of coupling strength between neurons. The reason may be that 
the increase of coupling strength also leads to the increase of randomness, which leads to the loss of 
symmetry. In the subsequent images, spiral seeds and broken target-like waves can still be observed. 
The analysis of these images tells us that when the coupling strength between neurons in the second 
layer is changed, the spatiotemporal patterns in the second layer of neural network may appear in a 
variety of forms, and the corresponding synchronization factor may appear in the form of anti- 
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resonance with the change of coupling strength. On the other hand, a curve that is a monotone 
decreasing function as a whole can be observed when the coupling strength between layers is changed. 
Figures 20–22 have been discussed previously and will not be repeated here. 

 

Figure 21. The developed pattern of first layer is calculated under different coupling 
intensity D2 at t = 5000 time units when the two layers connect at four local areas. (a) k = 
0.1; (b) k = 0.2; (c) k = 0.3; (d) k = 0.4; (e) k = 0.5; (f) k = 0.6; (g) k = 0.8; (h) k = 1.4; (i) k 
= 1.5; (j) k = 1.8; (k) k = 2.6; (l) k = 3.0. 

 

Figure 22. Synchronization factor varies with different inter-layer connection strength k 
when the two layers connect at four local areas. 

4. Conclusions 

Based on four kinds of firing patterns of Izhikevich neuronal model, a bi-layer neural network 
with multi-channel connection is constructed using numerical simulation. Each layer of network is 
composed of 200 × 200 Izhikevich neurons to model a two-dimensional matrix network, and random 
functions are applied at the boundary of first layer of network. The spiral wave in the first layer is 
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transmitted to the second layer through multiple channels, and the spatiotemporal mode and network 
synchronization in the second layer are studied. By means of simulation, four different firing modes 
of neurons are discussed respectively, and the bifurcation of the membrane potential are studied. Then 
the formation and breaking mechanism of spiral wave in the two-layer network are studied as the 
coupling strength between neurons in the second layer and the inter-layer connection strength increase. 
With the development of the research, the synchronization properties of neural networks are explored 
by changing the coupling strength between neurons in the second layer as well as the inter-layer 
connection strength. 

Obtained results indicate that only when the firing mode of the Izhikevich neuron constituting the 
matrix neural network is in RS state, the emergence and disappearance of spiral waves can be observed 
in the network, while the formation of spiral wave seeds cannot be observed in the network if it is 
composed of other firing modes such as FS, IB and CH. Further research shows that the variation of 
synchronization factor with coupling strength between adjacent neurons in the second layer shows an 
inverse bell-like curve in the form of “inverse resonance”, but the variation of synchronization factor 
with inter-layer connection strength is a curve which is approximately monotonically decreasing. No 
matter how many connection areas are between the two layers of neural networks, spiral waves can be 
observed in the second layer of matrix neural networks, even the appearance of target-like waves can 
be observed under some certain conditions. Furthermore, we find that the more important phenomenon 
is that lower synchronicity is helpful to develop spatiotemporal patterns. 

The study of the coupling strength and the influence of random boundaries in the neural networks 
constructed by Izhikevich neurons on the spatiotemporal behavior can be instructive to further explore 
the signal propagation in the cerebral cortical neural networks. 
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