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Abstract: In the field of neuroscience, it is very important to evaluate the causal coupling 
characteristics between bioelectrical signals accurately and effectively. Transfer entropy is commonly 
used to analyze complex data, especially the causal relationship between data with non-linear, 
multidimensional characteristics. However, traditional transfer entropy needs to estimate the 
probability density function of the variable, which is computationally complex and unstable. In this 
paper, a new and effective method for entropy transfer is proposed, by means of applying R-vine copula 
function estimation. The effectiveness of R-vine copula transfer entropy is first verified on several 
simulations, and then applied to intermuscular coupling analysis to explore the characteristics of the 
intermuscular coupling network of muscles in non-fatigue and fatigue conditions. The experiment 
results show that as the muscle group enters the fatigue state, the community structure can be adjusted 
and the muscle nodes participating in the exercise are fully activated, enabling the two-way interaction 
between different communities. Finally, it comes to the conclusion that the proposed method can make 
accurate inferences about complex causal coupling. Moreover, the characteristics of the intermuscular 
coupling network in both non-fatigue and fatigue states can provide a new theoretical perspective for 
the diagnosis of neuromuscular fatigue and sports rehabilitation, which has good application value. 
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1. Introduction  

Electroencephalography (EEG) and electromyogram (EMG) signals can reflect motor control 
information and functional response information, hence multi-temporal and spatial-level cortical-
muscle coupling has become a hot research topic in motor neuroscience [1,2]. The concept of 
intermuscular coupling (IMC) is derived from cortical muscle coupling, which refers to the interaction 
and interconnection between related muscles under a specific movement task [3]. This particular 
coupling relationship quantifies the corticospinal drive that is shared among motor neurons. It has been 
reported that the muscular coupling has significant frequency difference, which manifests the different 
innervation modes and regulation strategies of the nervous system to muscle contraction [4]. At present, 
the research on intermuscular coupling is mainly concentrated in the fields of sports medicine and 
rehabilitation engineering [5,6]. 

Surface electromyogram (sEMG) signal is a more objective, accurate and non-invasive 
physiological feedback signal in the current study of muscle fatigue state recognition [7]. It depends 
on several physiological parameters of muscles, such as discharge frequency, conduction velocity, the 
number and type of motor units, muscle fibers, recruitment mode, and a low-pass filter effect 
conductor [8]. Murillo-Escobar et al. [9] analyzed muscle fatigue during dynamic contractions by 
fusing time and spectral domain features, permutation entropy and biomechanical features. Edward et 
al. [10] proposed a new framework based on Fourier descriptor-based shape representation and 
geometric feature extraction, using the geometric features of sEMG signals to distinguish between 
non-fatigue and fatigue states of muscles. Additionally, in the field of human-robot interaction [11,12], 
sEMG signals have been also widely used and yielded amazing results [13–17]. 

In recent years, complex network theory has attracted significant attention from a large number 
of researchers, especially in the field of brain function networks [18]. Complex network analysis aims 
to abstract the internal units of the system as network nodes and the relationships between the units 
are connected in the form of edges. Through the properties of network topology, the evolution rules 
and dynamic behavior of the complex system can be understood. Kerkman et al. [19] combined 
coherence and non-negative matrix factorization algorithms to analyze the sEMG signals obtained 
from 36 bilateral muscles of the whole body and the connectivity network analysis between all muscle 
pairs showed that the modularity of the neuromuscular system combines anatomically and functionally 
connected muscles. It also indicates that the intermuscular coupling network provides a unique window 
for clarifying the motor control mechanism [20]. There are few studies on the direction of information 
transmission in the intermuscular coupling network. 

The Granger causality (GC) analysis method based on the multivariate autoregressive model is 
relatively simple in calculation and can effectively describe the two-way connection in the network. 
However, it ignores the correlation items of the model coefficients and can only measure the linear 
causality among time series [21,22]. The Shannon transfer entropy (STE) proposed by Schreiber [23], 
as an asymmetric extension of mutual information (MI), contains the causal direction and dynamic 
strength, with model-free, nonlinear and quantitative analysis. It has been widely used to explore the 
characteristics of nonlinear causal coupling among neurophysiological signals. However, when 
available data is limited and the expected entropy is rather small, STE is prone to serious 
miscalculations. Marschinski et al. [24] proposed an effective transfer entropy (ETE) improvement 
method, which explicitly considers the limited sample effect and corrects the deviation by setting a 
significance threshold. However, traditional transfer entropy that depends on the transition probability 



9439 

Mathematical Biosciences and Engineering  Volume 19, Issue 9, 9437–9456. 

needs to accurately estimate the joint probability density function of the variables, which is very 
sensitive to dimensional changes and computation complexity is high and unstable [25]. 

The Sklar theorem in statistics states that a joint distribution function is determined by a 
corresponding copula function [26]. As a link between joint distribution and marginal distribution, the 
copula function describes all the correlations between variables. In practical applications, they need to 
be well matched with the distribution type of data. When the dimensionality of the variable increases, 
the estimated parameters of the typical binary Copula function will increase rapidly, and the "curse of 
dimensionality" problem will appear [27]. Recently, the development of regular vine (R-vine) copula 
is based on the idea of a paired copula, assuming conditional independence between specific elements 
in the distribution to avoid the aforementioned parameter restrictions and other problems [28]. The 
copula function has been used to estimate causality [29]. 

In order to solve the problem of accurately estimating the joint probability distribution between 
variables in the calculation process of traditional transfer entropy method, this paper uses the copula 
function to calculate the transfer entropy value. Moreover, considering that single copula function has 
single form, wherein the model fitting is easily distorted and cannot accurately describe the functional 
coupling characteristics between all bioelectrical signals, the R-vine copula function is introduced and 
a new method of R-vine copula multivariable transfer entropy (RVCMTE) is proposed in this paper. 
According to the copula entropy equivalence principle [30], the transfer entropy is extended to high-
dimensional cases, inheriting many advantages of R-vine copula. First, the steps of the proposed 
method are briefly introduced. Second, the effectiveness of the proposed method is verified on 
numerous simulation examples. Finally, to further explore the intermuscular coupling characteristics 
under fatigue, the intermuscular coupling network in the state of non-fatigue and fatigue is established 
on the basis of the proposed method and the knowledge of graph theory is used to discuss the difference 
in the intermuscular coupling characteristics. This can provide a new theoretical basis for exploring 
the diagnosis and rehabilitation of neuromuscular diseases. 

2. Materials and methods 

2.1. R-vine copula 

A typical R-vine consists of a tree, node, and an edge. There are several nodes on each level of 
the tree and each node represents a variable or conditional variable. The connection between two nodes 
is called an edge and each edge represents the paired copula (pair-copula) of two adjacent nodes [31]. 
An R-vine structure diagram represents the decomposition form of a multi-dimensional copula density 
function. Specifically, the R-vine structure of N-channel sEMG signals is composed of 1N   layers 
of trees 1 2 1, , , NT T T  , where the node set of the i-th tree is denoted as tN  and the edge set is denoted 

as iE , 1, 2,..., 1i N  . They meet the following conditions: 

1) The node set 1 {1,2,..., }N N  of tree 1T , the edge set is 1E ; 

2) For 1, 2, , 1i N  , iT  is a tree with nodes i iN E  and edge set iE ; 

3) If two edges in tree iT  are connected by edges in tree 1iT  , then the two edges must have a 

common node in the tree iT . 
Next, an N-dimensional R-vine statistical model is built. Suppose the random vector formed by 

the N-channel sEMG signal 1 2, ,..., Nx x x  is 1 2{ , ,..., }NX x x x , where the edge density function of the 
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i-th variable ix   is if  , 1,2,...,i N  , then the joint probability density function of X   can be 

expressed as 
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where = ( ), ( ) | ( )e j e k e D e , ( )j e  and ( )k e  in iE  are the two nodes connected to the edge e , ( )D e  

is the condition set, 
( ), ( )| ( )j e k e D e

c   is the pair-copula density function corresponding to edge e  , and 

conditional distributions ( ) ( )( | )j e D eF x x  and ( ) ( )( | )k e D eF x x  called transformed variables, connect ( )j ex  

with ( )k ex  given the variables ( )D e . 

On the basis of directional graphs, Dissmann et al. [32] proposed the concept of the R-vine matrix, 
which allows us to calculate the R-vine copula more conveniently. Since the R-vine matrix is not 
uniquely determined, for a given N-dimensional R-vine, there are 12N    different R-vines. To 
determine the most appropriate R-vine structure model, the maximum spanning tree (MST) algorithm 
is used in our paper. The key to the MST algorithm is to ensure that the sum of the absolute values of 
Kendall’s τ of each tree node on the R-vine structure is maximized. The Akaike Information Criterion 
(AIC) is used to select the optimal pair-copula function from a set of copula functions. The calculation 
formula of AIC is given as 

 AIC 2 ln( ) 2L k    (2) 

where k  is the number of parameters in the pair-copula function, and L  is the maximum likelihood 
value of the pair-copula function. The smaller the AIC value, the better the fit of the R-vine model. 
After determining the optimal pair-copula function, the maximum likelihood estimation method is 
further used to estimate the parameters in each pair-copula function. 

2.2. R-vine copula transfer entropy 

According to Schreiber [23], for two time series X  and y  that satisfy Markov chain properties, 
the transfer entropy from x  to y  is defined in the form of entropy as follows: 

 ( ) ( ) ( ) ( ) ( ) ( )TE = ( , ) ( , ) ( , , ) ( )k l l k l l
i i t i i t i i i t i tH x y H y y H x y y H y         x y  (3) 

where ( )H    represents the Shannon entropy between variables, k   and l   represent embedding 
dimensions, and    and t   represent lag time. For two sets of time series 1 2( , , ..., )mX x x x   and 

1 2( , , ..., )nY y y y , Eq (3) can be used to compute the multivariate transfer entropy (MTE) from X  to 

Y  as follows: 
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Equation (4) calculates the causal relationship between multiple variables. However, as 
dimensionality increases, the calculation of entropy suffers from the high complexity of the 
estimation of the kernel function in the joint probability density. To address this problem, Ma et al. [33] 
pointed out that multivariate joint entropy can be decomposed into two parts, i.e., edge entropy 
and a copula entropy. 

 1 2 1 2 1
( , ,..., ) ( ( ), ( ),..., ( )) ( )

d

d c d ii
H x x x H F x F x F x H x


   (5) 

where d  represents the number of variables, ( )F   represents the marginal distribution function, and 
H ( )c   represents the copula entropy. Copula entropy can be estimated by the Monte Carlo method [32]. 

Equation (5) lays the foundation for establishing the connection between transfer entropy and the 
copula function. Substituting Eq (3) into Eq (1) and eliminating the edge entropy at the same time, the 
copula transfer entropy can be obtained as follows: 

 ( ) ( ) ( ) ( ) ( ) ( )CTE = [ ( ), ( )] [ ( ), ( )] [ ( ), ( ), ( )] [ ( )]k l l k l l
c i i t c i i t c i i i t c i tH F x F y H F y F y H F x F y F y H F y         x y  (6) 

In the same way, by substituting Eq (3) into Eq (2), the multivariable transfer entropy of the copula 
can be rewritten as: 
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 (7) 

Equation (7) shows that the key to the calculation of copula multivariate transfer entropy lies in 
each item of the copula entropy, and the calculation of the copula entropy is inseparable from the 
selected copula function type. In high-dimensional situations, the R-vine copula graphical model 
proposed by Bedford and Cooke et al. [34] is more flexible than the traditional single-form copula 
function and can solve problems such as low model accuracy and the curse of dimensionality. 
Therefore, RVCMTE can be expressed as follows: 
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Here, the last term of Eq (8) can be omitted when 1yy . In other words, 1

- 1

( )
1,[ ( )] 0

R Vine

l
c i tH F y   . 
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3. Results 

3.1. Simulations 

In this section, we describe six model simulations which manifest different causal relationships 
and compare these against the other methods, including STE and ETE. These six models manifest 
different causal relationships, including no causality (Model I), linear causality (Model II), nonlinear 
causality (Model III), the combination of quadratic and exponent (Model IV), causality-in-variance 
(Model V), and quadratic sine combination model (Model VI). In Model VI, a single Gaussian copula 
estimated multivariate transfer entropy (GCMTE) is utilized for comparison. To reflect that RVCMTE 
can estimate the causal characteristics among multiple variables, three variables were selected for the 
experiment. The respective number of lags defaults to a value of 1. 

1) Model I. Starting with a simple model, three random variables tx  , tz   and ty   are 

completely unrelated as follows 

 

,

,

,

t x t

t z t
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where , , ,( , , )~ (0, )x t z t y t N     , and 
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0 1

 
   

 
 , 2500t   . We simulate 2500 observations of these 

processes. 
2) Model II. The random variable ty  has a linear relationship with tx  and tz . ty  depends on 

the past of tx  and tz . On the contrary, tx  and tz  have nothing to do with ty . 
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3) Model III：The random variable ty  has a non-linear relationship with tx  and tz . ty  depends 
on the past of tx  and tz . 

 

1 ,

1 ,

1 1 ,

0.2

0.5
t t x t

t t z t

t t t y t

x x

z z

y x z










 

    


  
 (11) 

To prevent experimental error caused by unstable data in the previous period, the first 100 observations 
were discarded as a burn-in period. 

4) Model IV：The random variable ty  has a quadratic and exponential relationship with tx  and 

tz . ty  depends on the past of tx  and tz . 
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5) Model V：The random variable ty  has a second moment relationship with tx  and tz . ty  
depends on the past of tx  and tz . 
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6) Model VI：The random variable ty  has complicated non-linear, quadratic, and sine-cosine 
relations with tx  and tz . ty  depends on the past of tx  and tz . 
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Of these, a  is the coupling strength and the variation range is [1, 10], which is incremented by 1.  
The execution process of the simulation structure is described as follows: 
1) Generate data samples of a certain length according to Models I–VI, and the noise factor 

is 1 by default; 
2) Bring the data samples into Eq (8) to obtain the transfer entropy between the variables; 
3) Circulate the above process, and then calculate the mean and standard deviation, and perform a 

significant t-test on the results. 
Each of the above models is run 10 times randomly and the corresponding results are shown in 

Figures 1 and 2. It can be seen from Figure 1(a) that each method delivers very low entropy estimates. 
There is no causal relationship between x, z, and y, which is consistent with our model settings. It can 
be seen from Figure 1(b)–(e) that the comparison methods and our algorithm correctly detected the 
linear, simple nonlinear, complex nonlinear and higher-order moment causality between x and y and z 
and y. RVCMTE gives a better causal comparison effect. In addition, RVCMTE can also correctly 
detect causal relationships between multiple variables. The value of RVCMTE {x, z} to y is higher 
than the other values, which matches the model. It can be seen from Figure 2 that compared to Gaussian 
copula, the R-vine copula is more accurate in characterizing the changes in the causal coupling strength 
between multiple variables, especially in the target to source direction, RVCMTE≈0, and it remains 
almost unchanged. The GCMTE value is negative, which is incorrect. The transfer entropy should take 
the minimum value of 0 when the source variable has no effect on the target variable. In addition, the 
independent sample t-test is used for the significance test between groups and the significance level is 
taken as 0.05. The P-values of information flow in the opposite direction are all less than 0.05, which 
shows a significant difference in the opposite direction. This shows that RVCMTE is more effective in 
identifying causality and has the function of multivariate causality measurement. RVCMTE further 



9444 

Mathematical Biosciences and Engineering  Volume 19, Issue 9, 9437–9456. 

expands the application scope of TE. 

 

(a) Model I                                 (b) Model II 

 

(c) Model III                                   (b) Model IV 

 

(e) Model V 

Figure 1. Performance comparison of different entropy transfer methods. “ns”: P > 0.05, “*”: P < 

0.05, “**”: P < 0.01, “***”: P < 0.001, “****”: P < 0.0001. 
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To sum up, since the RVCMTE method utilizes the more flexible R-vine copula function to 
calculate the transfer entropy value, it can effectively avoid the problem that the joint probability 
distribution is difficult to estimate compared with traditional transfer entropy algorithms. And 
compared with other copula estimation methods, it can solve the high-dimensional limitation of 
variables and avoid the complicated selection of copula functions. In addition, it can be seen from the 
simulation results that the RVCMTE algorithm is more accurate in calculating the causal relationship 
between variables. 

 

Figure 2. Comparison of GCMTE and RVCMTE estimation results. 

To further examine the performance of our method, we systematically varied the sample size and 
the noise level. Taking model V as an example, the data comprising a different number of samples 
(500, 1000, 1500 and 2000) are used for test. For a given data length, we generated 10 trials of time 
series. The RVCMTE causality analysis is performed on individual trials and its statistical significance 
is tested (P < 0.05). As shown in Figure 3(a), as the number of samples increases, the values of y to x, 
y to z and y to {x, z} are all close to zero, which is the same as the theoretical value. However, the 
values of {x, z} to y and z to y are fluctuating, which means that the RVCMTE algorithm is affected 
by data length. Starting from the number of samples in the experimental setup, the minimum sample 
size should be controlled ~1500. As shown in Figure 3(b), when the performance of RVCMTE is tested 
at different noise levels by varying the noise coefficients (0.5, 1, 1.5 and 2), the change of noise 
coefficient has little effect on the transfer entropy value. We also performed a t-test on the simulation 
results under different noise levels and found that the RVCMTE algorithm as a whole can still maintain 
consistent detection results (P > 0.05) which demonstrates that RVCMTE is not affected by noise. 
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(a) Sample size                               (b) Noise coefficients 

Figure 3. Comparison of RVCMTE results with different sample sizes and noise coefficients. 

3.2. Applications to sEMG data 

3.2.1. Subjects and experiment paradigm 

The data was collected from thirteen participants (all males aged between 21–26 and all of whom 
were right-handed) after we explained the study to them. All the subjects were informed of the details 
of the experiments and signed the informed consent form according to the Helsinki Declaration, and 
all measurements were approved by the Hangzhou Dianzi University’s Institutional Review Board. 
The participants did not drink alcohol, coffee, strong tea, or sports drinks the day before the experiment 
nor did they smoke or exercise vigorously.  

Trial 
Start

End

Rest RestMovement execution

30 min 30 minThe subject ends with fatigue or 
trembling of the elbow

...

...

A metronome at 30 beats per minute 
controls the pace of contraction

 

Figure 4. Experiment paradigm. 

During the experiments, each subject was asked to sit in an electrically shielded room with their 
upper arm fixed, and then they were directed to move their lower arm with a 2 kg dumbbell in the 
sagittal plane at a speed of 20 repetitions per minute by following a metronome. The subjects were 
requested to continue lifting the dumbbells until they expressed fatigue or experienced trembling of 
the elbow, after which they rested for 30 minutes and repeated the process, as shown in Figure 4. Each 
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subject performed five trials. The first 20 seconds and last 20 seconds of the signals are considered as 
the non-fatigue and fatigue conditions respectively. 

3.2.2. Data recording and preprocessing 

The skin surface was carefully prepared and cleaned with alcohol before the electrodes were 
attached. The electrode was placed on the area of greatest muscle bulk along the longitudinal midline 
of the muscle, which was selected based on the Surface EMG for non-invasive assessment of muscles 
project. sEMG signals were recorded using the TrignoTM wireless sEMG signal acquisition device 
produced by Delsys, USA. The sampling frequency was set to 1926 Hz. The experiment collected 6-
channel sEMG signals from the right hand, including flexor carpi radialis (FCR), flexor carpi ulnaris 
(FCU), brachioradialis (BR), triceps brachii (TB), biceps brachii (BB), and extensor digitorum (ED), 
as shown in Figure 5. 

 

Figure 5. Illustration of EMG electrode placement. 

 

(a) Non-fatigue segments                        (b) Fatigue segments 

Figure 6. Raw sEMG signals. 

As sEMG signals are weak and susceptible to high-frequency noise, to obtain more effective 
sEMG features, it is necessary to preprocess the collected sEMG signals. De-averaging and a high-
pass filter were used to remove baseline drift. The infinite impulse response notch filter was used to 
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remove the 50 Hz power signal, and then the Chebyshev type II band-pass filter was employed to 
extract the sEMG signals in the 21–60 Hz (beta and gamma) frequency band to construct the 
intermuscular network [35]. Comparisons of before fatigue and fatigue signals in the time domain and 
frequency domain are presented in Figures 6 and 7. 

 

(a) Non-fatigue segments                        (b) Fatigue segments 

Figure 7. Pre-processing of sEMG signals. 

During the sEMG signal acquisition experiment, different subjects showed different amplitudes 
and times to fatigue. These differences depend on the height, weight and muscle mass of the 
participants. It can be seen from Figures 6 and 7 that compared with the non-fatigue stage, the 
amplitude of this spectrum is higher and a large number of spikes are found in low frequency region. 
This can be due to the large number of motor units which are recruited during fatigue. A shift in 
spectrum towards the low frequency region is observed during the fatigue condition. 

In this paper, the integrated electromyography (IEMG) [36], root mean square (RMS) [37], mean 
power frequency (MPF) [38] and median frequency (MF) [39] of the collected data were calculated to 
further determine the state of muscle fatigue. As detailed in Tables 1 and 2, the values of IEMG and 
RMS fatigue show an overall increasing trend compared with non-fatigue, while the MF and MPF 
values generally exhibited a downward trend, which was consistent with the expected results. 

Table 1. Characteristic parameters of sEMG signals before fatigue. 

Before IEMG RMS MF MPF 

V1 7.891e-05 1.255e-04 121.517 213.482 

V2 6.960e-05 1.720e-04 61.256 173.405 

V3 2.957e-05 6.029e-05 112.309 205.648 

V4 9.476e-06 1.332e-05 90.284 182.703 

V5 9.183e-05 1.278e-04 100.051 191.078 

V6 5.992e-05 1.123e-04 73.358 184.322 
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Table 2. Characteristic parameters of sEMG signals after fatigue. 

Before IEMG RMS MF MPF 

V1 1.033e-04 1.637e-04 105.533 195.438 

V2 8.559e-05 2.373e-04 76.996 168.777 

V3 3.405e-05 5.220e-05 120.125 212.556 

V4 2.721e-05 6.956e-05 76.094 177.773 

V5 1.306e-04 1.835e-04 90.960 189.187 

V6 4.936e-05 8.415e-05 80.556 176.173 

3.2.3. Construction of intermuscular coupling network using RVCMTE 

An N N   binary graph muscle network consisting of nodes (muscles) and directed edges 
(connectivity) between the nodes was constructed by applying a threshold to the connection matrix 
calculated by RVCMTE. Here, N is set to be 6 because there are 6 EMG electrodes in our experiment. 
We use the nonparametric kernel estimation method, select the Gaussian kernel function, and 
determine the bandwidth according to the empirical rule 0.5

1.06 ˆh   , where ̂   is the standard 
deviation of ix . We calculate the RVCMTE and then take the average RVCMTE of all subjects. To 

satisfy the algebraic connectivity of the network as much as possible, the node degree must be at least 
greater than 1. The binary matrix is performed by setting the 1%*max (RVCMTE) value to the equal 
interval threshold [40]. Furthermore, the igraph package is used to draw the intermuscular coupling 
network, and the best community structure of the intermuscular coupling network is obtained 
according to the maximum modularity score. The average results obtained by all subjects are shown 
in Figure 8, where the nodes under the same color are in a community and the direction of the arrow 
represents the flow of causal information between muscles. 

 

(a) Non-fatigue                             (b) Fatigue 

Figure 8. Intermuscular coupling networks in non-fatigue and fatigue states. 

As shown in Figure 8, both the non-fatigue segment and the fatigue segment are divided into two 
community structures, which reflect the self-organization function of each muscle node. V3 acts as a 
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bridge between the two communities, enjoying extensive two-way connections. In Figure 8(a), the 
communities composed of V2 (FCU) and V6 (ED) are also closer in actual muscle positions. The one-
way connection between V4 (TB) and V1 (FCR), and the one-way connection between V3 (BR) and 
V2 (FCU) means when performing a bicep curl, the upper arm has a greater influence on the 
information transmission of the lower arm. With muscle fatigue, the community structure changes, V3 
undergoes community transfer, and the one-way connection of V4 (TB) to V1 (FCR), V3 (BR) to V2 
(FCU) has also changed into a two-way connection. This reflects that in the fatigue state, to control 
the muscle group to continue to complete the required action, the coupling relationship between the 
communities is changed. The information transmission between muscles is also bidirectional at the 
upper and lower ends of the physical position and this is more obvious when the muscles are fatigued. 

3.2.4. Intermuscular coupling network analysis 

1) Network parameters 
Next, six complex network topological parameters: degree, clustering coefficient, average 

distance, density, reciprocity [41] and modularity [35] are employed to explore the characteristics of 
different states of muscles from the perspective of the intermuscular network. The topological 
parameters of the coupled network in the non-fatigue state and the fatigue state are obtained as shown 
in Figure 9. 

 

Figure 9. Topological parameters of the coupled network in non-fatigue and fatigue states. 

As shown in Figure 9, the network parameters corresponding to the intermuscular coupling 
network in a non-fatigue and fatigue state show a consistent distribution rule (P > 0.05). Only the value 
of degree after fatigue increases slightly. After the muscle enters the fatigue state, to maintain 
continuous movement, more motor neurons will participate in the information interaction, resulting in 
an increase in the interaction degree between nodes [42]. It is not difficult to find that the change of 
the coupling relationship of muscle groups depends on the production of a specific action. It has a 
limited effect on the intermuscular coupling relationship under the same movement. 
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2) Community causal coupling analysis 
Finally, to further explore the differences in casual coupling between the non-fatigue and fatigue 

state, we use the advantages of RVCMTE multivariate simultaneous analysis to quantitatively measure 
the strength of the causal coupling between communities shown in Figure 9. The results obtained 
(mean ± standard deviation) are shown in Figure 10. The t-test result is above the error bar graph. C1 
includes nodes V2 and V6, and C2 includes nodes V1, V3, V4, and V5. C3 includes nodes V2, V3, 
and V6, and C4 includes V1, V4, and V5. 

 

(a) Non-fatigue                               (b) Fatigue 

Figure 10. Comparison of the coupling strength between different communities. 

As shown in Figure 10(a), the causal coupling strength of C2 to C1 is significantly higher than 
that of C1 to C2 (P < 0.05). From the intermuscular coupling network (Figure 8(a)), it can also be 
found that C2 includes more nodes and its own coupling network is also more complex. C2 (V3) points 
to the one-way channel of C1 (V2), so C2 more clearly exhibits a causal drive to C1. As shown in 
Figure 10(b), there is no significant difference in the mutual coupling strength between C3 and C4 (P > 
0.05). The results show that 1) there is a certain difference in the causal coupling strength between 
communities before fatigue, the two-way coupling between communities is not sufficient. After 
entering a state of fatigue, in order to  complete the action, the node interaction is fully mobilized so 
that the information flow between each community structure realizes two-way circulation; and 2) when 
the muscle tissue cooperates to complete the action, the neuromuscular system is a multiple network 
of parallel and hierarchical control [43], fatigue will cause the adjustment of the inner network structure, 
and the causal driving relationship between the hierarchical communities is similar. 

4. Discussion 

For research on the causality between variables, RVCETE is proposed, benefitting from R-vine 
copula’s unique advantages in multivariate correlation modeling and the powerful linear and non-linear 
causal analysis capabilities of transfer entropy. Different from traditional kernel estimation methods, 
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RVCMTE removes the strict requirements for high-dimensional joint probability density functions. In 
addition, this method does not make a priori assumptions about the distribution type of variables. At 
the same time, a completely different dependency structure between variables is allowed, which is 
more flexible and changeable. The simulation results show that compared to the transfer entropy 
methods (STE and ETE), RVCMTE performs well on various types of simulation data. Not only is the 
scope of application wider, but the estimation results are more convincing (Figure 1). Compared with 
Gaussian copula's multivariable transfer entropy, RVCMTE is more sensitive and robust to the 
dynamic changes of causal coupling strength (Figure 1(e)). This may be because the Gaussian copula 
function is only suitable for symmetrical and asymptotically independent tails, and it is difficult to fit 
the upper and lower tail-related structures of variables [44]. The R-vine copula function based on the 
hybrid pairwise copula decomposition achieves good data adaptation performance and the likelihood 
level is higher [45]. 

In this paper, binary and multivariate forms of R-vine copula multivariate transfer entropy are 
used to study the causal coupling between muscles and communities in a non-fatigue and fatigue state. 
To obtain a clearer community topology, we used 21–60 Hz multi-channel sEMG data. The experiment 
results show that there are two stable community structures formed between the non-fatigued and 
fatigued muscles. However, there is a clear difference in the coupling strength between the two 
communities in the non-fatigue state, where C2 contains more muscle nodes and the internal coupling 
effect is stronger. Furthermore, there is a one-way causal drive between C2 and C1, which proves that 
before the muscle enters a state of fatigue, there is often one or several key communities that play a 
leading role and the causal connection between community structures and nodes within the community 
are reflected in certain key nodes, such as V3 (BR). This may be related to the need to coordinate 
and integrate many muscles in the central nervous system during daily movement. If the muscle 
system which is composed of thousands of motor units is directly controlled, this will inevitably 
inflict a huge computational burden on the central nervous system. Muscle synergy theory also 
suggests that the central nervous system does not innervate each muscle individually, but reduces 
a redundant degree of freedom in human motor control by combining a small number of muscle 
synergistic units in different ways [46]. 

Boonstra et al. [43] clarified that the neuromuscular system is a multiple network that allows 
parallel and hierarchical control based on complex network theory. A muscle can be part of multiple 
muscle networks, a network can activate multiple muscles, and the intermuscular coupling networks 
on different frequency bands show different strengths of functional connectivity. After entering the 
fatigue state, it can be found that the community structure is adjusted, and the community relations 
with significant differences are transformed into structures with similar coupling strength. In the 
fatigue state, it is difficult to support the execution requirements by relying mainly on the key 
community or key node. Each muscle node is fully activated, so that the relevant muscle tissues can 
play their role, and then the community structure is adjusted to a balanced direction, the information 
interaction between each muscle and each community is strengthened, and the average degree is 
improved (Figure 9). There is no significant difference in the network parameters, which should be 
related to the same action [47]. 

To sum up, RVCMTE is simple in principle and achieves improved performance compared with 
traditional methods. However, this research has some shortcomings. Although the R-vine copula 
function is not limited by the dimension through selecting and combining different pairs of copula, the 
time cost required to determine the best R-vine matrix is extremely large, which needs further saving 
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and optimization. 

5. Conclusions 

In this paper, a novel method of RVCMTE is proposed for coupling analysis, which uses the R-
vine copula function to estimate the multivariate transfer entropy. A series of simulations were 
performed to demonstrate its effectiveness. Compared with traditional TE methods, the RVCMTE is 
more accurate when judging various complicated causal relationships among variables. Furthermore, 
the RVCMTE is applied to the analysis of the intermuscular coupling network during non-fatigue and 
fatigue states. Experimental results show that the coupling relationship between the muscles will 
gradually deepen when the muscle group enters a fatigue state. It is an effective causal coupling 
analysis method that provides a new perspective for exploring the control and response mechanisms 
of human motor functions. 
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