
MBE, 19(9): 8892–8907. 

DOI: 10.3934/mbe.2022412 

Received: 02 May 2022 

Revised: 29 May 2022 

Accepted: 06 June 2022 

Published: 20 June 2022 

http://www.aimspress.com/journal/MBE 

 

Research article 

Gender classification in classical fiction: A computational analysis of 

1113 fictions 

Dan Zhu1, Liru Yang1 and Xin Liang2,* 

1 School of Foreign Languages, South China University of Technology, Guangzhou 510641, China 
2 School of Mathematics, South China University of Technology, Guangzhou 510641, China 

* Correspondence: Email: 201910106303@scut.edu.cn; Tel: +8618321656897. 

Abstract: Recent decades have witnessed the rapid development of literary studies on gender and 

writing style. One of the common limitations of previous studies is that they analyze only a few texts, 

which some researchers have already pointed out. In this study, we attempt to find the features that 

best facilitate the classification of texts by authorial gender. Based on a corpus of 1113 classical fictions 

from the early 19th century to the early 20th century. Eight algorithms, including SVM, random forest, 

decision tree, AdaBoost, logistic regression, K-nearest neighbors, gradient boosting and XGBoost, are 

used to automatically select the features that are most useful for properly categorizing a text. We find 

that word frequency is the most important predictor for identifying authorial gender in classical fictions, 

achieving an accuracy rate of 92%. We also find that nationhood is not particularly impactful when 

dealing with authorial gender differences in classical fictions, as genderlectal variation is ‘universal’ 

in the English-speaking world. 
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1. Introduction 

The question of identifying and interpreting possible differences in linguistic styles between 
males and females has been discussed by linguistic researchers since the 1970s. One of the most 
distinguishing works from that time might be Lakoff’s [1] 1973 Language and the Woman’s Place. 
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Since then, the linguistic landscape has already identified some ‘universal’ differences between males 
and females [2] For example, females are more likely than males to focus ‘relationships’ [3,4] and use 
facilitative tag questions [5] and they also use more compliments and apologies [6,7]. 

By the end of the last century, almost all studies on genderlectal variation focused on speech and 
other high-interaction linguistic modalities. Formal written texts, on the other hand, were often 
neglected since it was believed that they were written for a massive, unseen audience, lacking 
conversational and intonational cues that can be found only in speech. Some researchers [8,9] point 
out that there is no stylistic difference between male and female authors in their formal written texts. 
In the early 21st century, Argamon et al. [10] conducted a computer-based study on gender stylistics in 
formal written texts. It was a major breakthrough that they find male authors to focus on 
‘informativeness’ and female authors on ‘involvement’ within formal written texts. From the 
perspective of computer science, the most important work on genderlectal variation is identifying the 
most effective predictors. Earlier corpus-based studies, on the other hand, often define word classes 
first and then use these classes to compare across genders. 

There is another fitting example that shows that automatic prediction of authorial gender is more 
objective than other methods developed thus far. In 2011, Burger et al. [11] used 184,000 Twitter blog 
profiles to identify authorial gender based on gender metadata. The end result shows that the automatic 
prediction of authorial gender can achieve a higher rate of accuracy than the bare judgments of human 
raters. Other related studies [12] have also proven that genderlectal variation exists in science essays, 
political [13] and legislative [14] speeches, and poetry [15]. 

It seems that word choice always plays a crucial role in differentiating authorial genders. One 
notable study on this matter is by Newman et al. [16], who analyze the different word choices of male 
and female authors over 14,000 text files. He finds that women tend to use words that are associated 
with psychological and social processes, while men use more words that refer to object properties and 
impersonal topics. As Pennebaker [17] goes notes in another study, he finds that ‘women use first 
person singular, cognitive, and social words more; men use articles more; and there are no meaningful 
differences between men and women for first person plural or positive emotion words’. Baker’s [18] 
Using Corpora to Analyze Gender is another good example of this. In his second chapter, he uses the 
‘keywords technique’ to produce lists of words that show the greatest difference in relative frequency. 

Our study mainly focuses on identifying authorial gender in fictions. In regard to fiction creation, 
we point to Gustave Flaubert’s [19] famous quote, ‘It is a delicious thing to write, to be no longer yourself 
but to move in an entire universe of your own creating. Today, for instance, as man and woman, both 
lover and mistress, I rode in a forest on an autumn afternoon under the yellow leaves, and I was also the 
horses, the leaves, the wind, the words my people uttered, even the red sun that made them almost close 
their love-drowned eyes.’ One might therefore worry that if authors can “get inside” the mind of a 
different gender, the gender difference would be reduced or even eliminated in such fiction texts. Luckily, 
this worry can be quelled with the help of Pennebaker [17], who finds that Shakespeare and Tarantino’s 
male and female characters all use function words in a masculine style. In other words, Shakespeare and 
Tarantino failed to truly “get inside” the female mind when they were creating their female characters. 

In fiction, one of the most important existing studies on authorial gender identification was 
conducted by Koppel et al. [20], who achieved an accuracy rate of approximately 80% based on 
function words and parts-of-speech. They also find that the accuracy of their technique does not differ 
very much between fiction and nonfiction. The most recent decade witnessed significant development 
in genderlectal variation studies based on computer science. Matt Jocker [21] takes gender as an 
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individual genre in his stylometric analysis. According to his study, gender is ‘a bit player’ that 
accounts for approximately 8% of the overall results in classification tests and linear regression tests. 
Notably, he lists some words that are particularly favored by male and female authors and several 
authors who are particularly difficult to classify by gender based on their written works alone. 
Additionally, Rybicki’s [22] ‘Vive la difference: Tracing the (Authorial) Gender Signal by Multivariate 
Analysis of Word Frequencies’ is considered ‘a considerable step in the right direction’ [23]. Rybicki 
conducts multivariate statistical analysis to find gender-sensitive words in 18th- and 19th-century 
English fictions. Notably, Rybicki also analyzes a large number of modern fictions and compares them 
to 18th- and 19th-century English fictions, indicating that the use of gender-sensitive words may begin 
to fade over time. Grayson, Mulvany, Wade, Meaney and Greene [24] explore genderlectal variation 
in 48 19th-century fictions from the perspective of embedded words, and their results correspond with 
those of Argamon et al. [10]. Weidman and O’Sullivan [23] also analyze gender-sensitive words across 
a selection of male and female authors based on the study by Rybicki [22]. They find that males seem 
to write somewhat similarly to other males, while females exhibit much greater changes in their 
gender-sensitive words. 

2. Previous limitations and present study 

Hoover [15] proposes that ‘any study of the vocabulary of male and female poets would benefit 
from larger numbers of poets and larger samples, and many other configurations that address different 
contrasts are possible (e.g., nationality or historical period)’. Similarly, Grayson et al. [24] also mention 
that they wished they had a larger corpus for their embedding analysis. Mindful of these critiques, we 
apply two major improvements in our study. One is that we use a larger corpus of fiction texts, so our 
corpus is ten times larger (1113 fictions) than Jocker’s (106 fictions). The other improvement is that 
we take ‘nationality’ into consideration, since the ‘historical period’ issue has already been well 
discussed by Rybicki [22] and Weidman and O’Sullivan [23]. 

It is also interesting to discuss some interesting questions from Rybicki [22] and Jocker [21]. As 
Rybicki [22] mentions, ‘Little in terms of a theoretical basis that would explain why and how most 
frequent word frequencies usually work so much better in authorial attribution than any other features’, 
so one of the objectives of this paper is to consider the features that best facilitate the classification of 
texts by author gender. In addition, this paper also tries to reidentify authorial gender in George Eliot’s 
Middle March and Mary Elizabeth Braddon’s works, which are particularly difficult to classify by 
author gender [21]. Last but not the least, similar to many genderlectal variation studies, this paper 
also identifies some word clusters that are particularly common in male- and female-authored texts. 

As we explore the possible variation between male and female writing styles in classical English 
fictions, a large variety of algorithms are applied to identify several classes of typical lexical and 
syntactic features whose occurrences in texts differ distinctly according to authorial gender, in both 
US fictions and British fictions. 

3. Materials and methods 

The greatest challenge in any gender study is perhaps the bias we live with. It has been argued 
that [25] many gender-based linguistics studies are methodologically flawed because they assume that 
differences exist first and then fish around to identify them. To circumvent aside such bias, large dataset 
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studies have mushroomed with the help of modern computer science. Among the methods used by 
such studies, machine learning is one of the most reliable. As a newly adapted method in the field of 
digital humanities, we stand upon the shoulders of giants since computational linguistics is literally a 
myth at the end of the last century. In 1988, Potter mentions that ‘until everything has been encoded, 
or until encoding is a trivial part of the work, the everyday critic will probably not consider computer 
treatments of texts’ [26]. Since then, the path to digital humanities was not entirely free of obstacles 
due to ‘some early concerns and several contemporary detractors’ [21]. The year 2008 was full of crisis, 
and Gottschall has paralleled economic crisis with crisis of literary studies. In his book Literature, 
Science, and a New Humanities, he argues that literary studies have met their crisis and we must find 
new methods and new theoretical construct to make a solid ground for them [27]. Today, machine 
learning is often recognized as a highly objective method in gender-based text analysis, since 
experiment plays a crucial part as its solid foundation. The primary task of such experiment is to 
identify an unknown text based on known texts. The researchers use a set of known texts to ‘train’ the 
computer so that the computer can ‘learn’ the texts and build a specific model for them. After this is 
done, the computer can analyze new texts by placing it into the most similar of the previously defined 
categories that the model learned. At this stage, an 80% success rate in identifying authorial gender 
can usually be seen as a strong signal of accuracy [20,21]. 

We now have a clear understanding of the manipulation of machine learning in a genderlectal 
variation study. The readers can see, it is evident that the corpus and algorithm are two important 
factors owing to the essence of this research method. 

3.1. The corpus 

We used a corpus consisting of 1113 fictions covering a large range of different genres. First, we 
checked The Cambridge History of The American Novel [28] and The Columbia History of the British 
Novel [29] and drew all the authors’ names thoroughly from the index of these two books. Based on 
these authors’ names, we downloaded as many texts as we could from DigiLibraries.com, given that 
these texts are freely available to the public for academic purposes. 

At the time this study was performed, the corpus contained 781 male-authored fictions and 332 
female-authored fictions. The fictions came from the early 19th century to the early 20th century. We 
excluded fictions that were published prior to the 19th century because few female authors were found 
before that time anyway. We also excluded fictions that were created by multiple authors of different 
genders (e.g., The Kempton-Wace Letters was authored by Jack London and Anna Strunsky). In such texts, 
the writers did not have a specific notion of the gender of their intended audiences so that any differences 
in the essence of texts reflect only the characteristics of the writers instead of those of the audiences. 

The full dataset contains 102,846,113 words, and the average document length is 92,404 words. 
It has 15,266,486 sentence segments divided by the following punctuation marks: ‘;’ ‘.’ ‘!’ or ‘?’. It 
has 6,228,790 sentence segments divided by the following punctuation marks: ‘.’ ‘!’ or ‘?’. 

3.2. The algorithms 

We used 8 algorithms to automatically select the features that are most useful for properly 
categorizing a text. The use of multifactorial analysis is worth highlighting. The broad range of 
machine learning methods we use in this study have been proven reliable for text categorization. 
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Specifically, a small number of labeled texts are used in a training corpus to construct the primary 
patterns of male- or female-authored texts. Then, these patterns are used to test the unlabeled texts to 
see if they are similar to the primary patterns. Ultimately, some have high levels of similarity and 
others low. In this way, some strong predictors for female authors can be found through machine 
learning. In other words, machine learning attempts to classify a work of unknown or disputed gender 
based on a training set of works whose author’s gender is known. 

The 8 algorithms that we apply in our study are typical in machine learning, including support 
vector machine, random forest, decision tree, AdaBoost algorithm, logistic regression, K-nearest 
neighbors, gradient boosting decision tree and XGBoost. 

4. Experiment and results 

4.1. Word frequency predictor 

By calculating the frequency of each word in the corpus, we can identify the top 500 most 
frequent words. The 500 most frequent words are then used as 500 vectors. For each fiction, the 
number of words in each vector are calculated, 500 vectors (transverse) among 1113 fictions (vertical) 
are as follows:  

 
After normalization, we have the following normalized 500 vectors (transverse) among 1113 

fictions (vertical):  

 

These vectors are categorized by male-authored fictions and female-authored fictions. The 
program is then trained on these two categories. In this stage, a process of iterative sampling is needed. 
An iterative experiment is conducted in which nine-tenths of the fictions in the dataset are selected at 
random for training a model, and the remaining fictions are withheld as ‘test’ data for classification. 
As the model simultaneously runs 8 kinds of algorithms, the tenfold cross-validation provides the 
resulting rates of error. These errors are recorded and then averaged to generate an overall estimate of 
accuracy for each category. 

The average rates of accuracy are recorded in Figure 1. The cross-validation results indicate that 
logistic regression has the best results among all the algorithms in this study. Having achieved an 
average accuracy of 92%, ‘word frequency’ can be seen as a strong predictor of gender. 
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Figure 1. Average accuracy rate of word frequency as a signal of authorial gender. 

To investigate this matter thoroughly, we also conduct related experiments that use smaller 
numbers of vectors according to word importance instead of larger numbers of vectors according to 
word frequency. Our first step is to determine the importance of the 500 most frequent words by using 
the random forest algorithm (Table 1). 

Table 1. Word importance according to the random forest algorithm. 

Word Feature Importance

happy 0.015415813066918298 

man 0.013996896255355567

she 0.011996387660753836

his 0.011891455060731124

home 0.011704461925716985

child 0.011550413330974568

herself 0.010310487749005634

always 0.010101111537435687

her 0.009470560413592646

never 0.008365112290874992

became 0.007798501713097518

already 0.006989098645835062

mother 0.006897225927142129

little 0.006747038370581187

upon 0.006172451248293137

… …
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We choose the top 10, 20, 50 and 100 words according to word importance and use them as 
vectors in the 8 algorithms. Four relative experiments are then conducted by using the same method 
as in our first experiment (Figure 2). 

 

Figure 2. Average accuracy rate of word importance as a signal of authorial gender. 

We find that the average accuracy rates of word importance in the top 10, 20, 50 and 100 words 
are 82, 84, 86, and 87%, respectively. It is evident that the average accuracy rate is strongly associated 
with the number of vectors: The more vectors we use in our experiments, the higher the accuracy we 
can obtain. This is true at least in a corpus that contains 1113 fictions. 

In addition, we realized that US authors and British authors may have different word frequencies 
in their fictions. To be rigorous, we therefore use US fictions and British fictions as 2 sub-corpuses to 
re-examine this matter. 

We exclude authors from other nations, such as India and Canada, and those who lived in both 
Britain and the US. The sub-corpus of British fictions has 400 male-authored fictions and 196 female-
authored fictions, while the subcorpus of US fictions has 307 male-authored fictions and 61 female-
authored fictions. The end results are very similar to our first experiment (Figures 3 and 4), which tells 
us that nationhood (whether Britain or the United States) is not particularly important when identifying 
authorial gender in classical fictions. 
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Figure 3. Average accuracy rate of word frequency as a signal of British authorial gender. 

 

Figure 4. Average accuracy rate of word frequency as a signal of US authorial gender. 

4.2. Part-of-speech tagger 

There are a variety of part-of-speech (POS) taggers available for this kind of work, and all of them 
have advantages and disadvantages. The TextBlob POS tagger used in this research, for example, is 
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known to be highly accurate; it has given 32 POS taggers for English vocabulary. Similar to the 
previous experiment, we use these predefined labels in the 8 algorithms. The TextBlob POS tagger 
reaches an accuracy rate of 80% in identifying authorial gender through logistic regression, although 
the TextBlob POS tagger might not be as sensitive to literary prose as another tagger trained on a 
corpus of classical fictions (Figure 5). A gender signal is evident here, given that at 80% accuracy, it 
is a strong signal. 

 

Figure 5. Average accuracy rate of part of speech as a signal of US authorial gender. 

4.3. Sentence length predictor 

To work specifically with sentence length, we divide our 1113 fictions into 15,266,486 sentence 
segments divided by the following punctuation ‘;’ ‘.’ ‘!’ ‘?’ or ‘,’. The number of words in each segment 
is calculated in Figure 6. 

 

Figure 6. Sentence segments in regard to punctuation ‘;’ ‘.’ ‘!’ ‘?’ or ‘,’. 
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An overview of sentence length in these 15,266,486 segments tells us that most sentences 
contain 1–25 words. Based on this fact, we use 25 vectors for sentence length from 1 word to 25 
words. These 25 vectors are then put into the 8 algorithms, similar to the first experiment. 

The average rates of accuracy are recorded in Figure 7. The cross-validation results indicate that 
all the algorithms in this study have similar results. Sentence length has an accuracy of 70% in 
predicting authorial gender. 

 

Figure 7. Average accuracy rate of sentence length as a predictor of authorial gender. 

To investigate this matter thoroughly, we also use the punctuation marks ‘.’ ‘!’ or ‘?’ to identify 
sentences in texts. The corpus has 6,228,790 sentence segments divided by such punctuation marks. 
Since most sentences contain 1–50 words, (Figure 8) we use 50 labels for sentence length from 1 to 50 
words. Then, we repeat the experiment and obtain results that are very similar to those of the previous 
experiment (Figure 9). 

 

Figure 8. Sentence segments delimited by the punctuation marks ‘.’ ‘!’ or ‘?’. 
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Figure 9. Average accuracy rate of the length of sentences delimited by ‘;’ ‘.’ ‘!’ ‘?’ or ‘,’ 
and by ‘.’ ‘!’ or ‘?’ as predictors of gender differences. 

From the two sets of experiments, we find that sentence length as a predictor has a success rate 
of 70% in identifying authorial gender. 

4.4. Word length predictor 

To date, few studies have utilized predictor length in machine-learning-based text analysis. This 
study takes predictor length into the consideration as a possible gender predictor. 

Statistics tell us that most words in this corpus contain 1–15 letters. Similar to what we do for 
sentence length as a predictor, we use 15 labels in the 8 algorithms. As a result, we find that word 
length as a predictor has an accuracy rate of 71% (Figure 10) in identifying authorial gender, which is 
almost the same as sentence length as a predictor. 

 

Figure 10. Average accuracy rate of word length as a predictor of authorial gender. 
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5. Conclusions 

The results of this study correspond with those of Argamon et al. [10], who have identified gender 
difference in language use from formal written texts. This study has also met its primary objectives. 
Our study clearly shows that word frequency is the most important predictor of authorial gender in 
classical fictions. Part-of-speech comes next: It is a strong signal but not as obvious as word frequency. 
In a corpus that contains 1113 fictions, a large number of vectors have high accuracy. Among the 8 
algorithms, SVC and logistic regression outperform the other algorithms. The results reported in this 
paper are pleasantly surprising, as the highest accuracy rate reaches 92%. This is far beyond our 
expectations because our corpus covers various fictional genres and themes, not to mention authors 
with different backgrounds and upbringing. Nationhood is not particularly impactful when dealing 
with authorial gender differences in classical fictions, as genderlectal variation is ‘universal’ in the 
English-speaking world, at least from the early 19th century to the early 20th century. 

Now, we can finally return to one of our initial questions: Can we find a way to identify authorial 
gender in George Eliot’s Middle March and Mary Elizabeth Braddon’s works? The answer is yes. 
We use 500 frequent words as 500 vectors and logistic regression as a trained algorithm to examine 
Middle March from Eliot and ten fictions from Braddon. These fictions are all from female authors 
(Figures 11 and 12, Table 2). 

 

Figure 11. Braddon gender test in logistic regression. 
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Figure 12. George Eliot gender test in logistic regression. 

Table 2. Gender likelihood in logistic regression. 

Fiction Author Female likelihood

Henry Dunbar: A Novel M. E. Braddon 92% 

The Golden Calf M. E. Braddon 100% 

Birds of Prey M. E. Braddon 100% 

Lady Audley’s Secret M. E. Braddon 100% 

Phantom Fortune, a Novel M. E. Braddon 97% 

London Pride, Or, When the World Was Younger M. E. Braddon 100% 

The Lovels of Arden M. E. Braddon 100% 

Fenton’s Quest M. E. Braddon 95% 

Charlotte’s Inheritance M. E. Braddon 90% 

Run to Earth: A Novel M. E. Braddon 98% 

Middle March George Eliot 100% 

Given that our corpus contains more than one hundred million words, it is also necessary to 
analyze male/female frequent word lists. Here, we should bear in mind that gender predictors may 
begin to fade over time [22]; what we discuss here are genderlectal variations from the early 19th 
century to the early 20th century. 

Based on the top 800 most frequent words from male and female authors, this study identifies 
several gender-sensitive word clusters: 
(1) Positive & negative emotion words 

It is obvious that female authors overall use more positive emotion words than male authors 
(happy, smile, smiled, laugh, laughed, sweet, beautiful, bright, comfort, joy). Differences in word 
choices among negative emotion words are not as obvious as what we can observe in the ‘positive 
emotion’ word cluster. This result corroborates Augustine, Mehl and Larsen’s findings, which indicate 
that ‘women display a larger positivity bias in naturalistic speech’ and the human tend to use more 
positive words than negative words [30]. 
(2) Number words 

Male authors overall use more number words (one, two, three, four, five, six, ten, twenty, hundred, 
thousand) than female authors. This has already been pointed out by Pennebaker [17] and Rybicki [22]. 
What we want to add here is that the use of larger number words such as hundred and thousand is 
more common than the use of smaller number words. 
(3) Temperature words 

Female authors show more sensitivity to temperature words (cold, warm, hot, summer, and winter) 
than male authors do. This result is worth further studies because not so many researchers are aware 
of it. 
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(4) Family and social words 
Expectedly, female authors use more terms of family members (family, husband, wife, brother, 

sister, uncle, aunt). In regard to social words, however, it is difficult to distinguish differences in word 
choice between male and female authors. Some social words, such as church and school, are more 
frequently used by female authors, while street and public are mainly used by male authors. 

6. Limitations 

Gender shift might be one of the greatest challenges in differentiating authorial gender. In a recent 
study, Luoto [31] found that homosexual males can also produce some sorts of female-typical 
psycholinguistic outputs, which means that there exists a gray area between male-authored and female-
authored fictions. However, it is not an easy task to resolve this problem, since sexual orientation was 
predominantly a dangerous topic in the 19th century, and the sexual orientation of individuals may also 
change over time. 

Another limitation concerns the part-of-speech (POS) taggers used in our study. There are many 
POS taggers, such as TreeTagger, LingPipe, MorphAdorner and Stanford, available for this kind of 
work, and all of them have advantages and disadvantages. However, all these modern taggers are 
actually coded by humans because the tagger is produced from a certain trained corpus of (usually 
modern) texts. This is the same problem that Jocker encountered in his study [21]. 
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