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Abstract: Differential evolution (DE) is one of the most successful evolutionary algorithms. However,
the performance of DE is significantly influenced by its mutation strategies. Generally, different
mutation strategies may obtain different search directions. The improper search direction misleads
the search and results in the poor performance of DE. Therefore, it is vital to consider the search
direction when designing new mutation strategies. Based on this consideration, in this paper, the quasi-
reflection-based mutation is proposed to enhance the performance of DE. The quasi-reflection-based
mutation is able to provide the promising search direction to guide the search. To extensively evaluate
the performance of our approach, 30 benchmark functions are chosen as the test suite. Combined
with SHADE, Re-SHADE is presented. Compared with different advanced DE methods, Re-SHADE
can obtain better results in terms of the accuracy and the convergence rate. Additionally, further
experiments on the CEC2013 test suite also confirm the effectiveness of the proposed method.
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1. Introduction

Differential evolution (DE) is a simple and powerful evolutionary algorithm (EA) for numerical
optimization problems [1] proposed by Storn and Price in 1997. After that, DE has obtained
considerable attention in the field of evolutionary computation (EC) community [2]. Due to its
superior performance, DE has been applied to diverse fields in recent years [3, 4]. Although DE has
been extensively studied in the last few years, it is still an active research direction in EC [5].

In DE, the core operator is the mutation, which is able to control the search direction and the
stepsize. In [1], the “DE/rand/1” mutation was presented, where the base vector is perturbed by one
scaled difference vector. In [6], other mutation strategies were proposed, such as “DE/best/1”,
“DE/target-to-best/1”. Generally, different mutation strategies have different features and are suitable
to different problems. As reviewed in [5], there are other mutation strategies proposed in the literature
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to improve the performance of DE [7]. Although there are various mutation strategies, most of them
do not carefully consider the search direction generated by the mutation.

In 1965, Nelder and Mead proposed the famous Nelder-Mead (N-M) algorithm or simplex search
algorithm for the unconstrained optimization problems without derivatives [8]. In the N-M algorithm,
one important operation is the reflection, which generates a reflection point away from the worst
solution in the simplex. In this way, the reflection can possibly provide the search direction towards
the promising area.

Inspired by the reflection in the N-M algorithm, in this paper, we propose a quasi-reflection-based
mutation to further enhance the performance of DE. The proposed mutation is able to provide the
promising search direction to guide the search. It is simple to be implemented. Additionally, it is
readily to be integrated into different DE methods. To extensively evaluate its performance, the
proposed mutation is first combined with SHADE [9]. The corresponding method is referred to as
ReSHADE. Thirty benchmark functions are chosen from the literature as the test suite. ReSHADE is
compared with other advanced DE variants. The results indicate the superior performance of our
approach. To further study the performance of the proposed mutation, it is also integrated into other
DE methods. The results also show its promising performance for improving other DE methods. In
addition, further experiments on the CEC2013 test suite also confirm the effectiveness of the proposed
method.

The main contributions of this paper are two-fold:

• A quasi-reflection-based mutation is proposed to enhance the performance of DE. The mutation
is able to provide the promising search direction.

• The proposed mutation is combined with different DE methods, and obtains superior performance
on the benchmark problems.

The rest of the paper is organized as follow. The background is briefly described in section 2.
Section 3 introduces the proposed method in detail. In section 4, extensively experiments are conducted
to show the performance of our approach. Finally, section 5 concludes the paper.

2. Background

In this section, first, the classical DE method is briefly introduced, followed by the description of
the reflection operation in the N-M algorithm. In addition, the related work for the mutation of DE is
also briefly described.

Without loss of generality, in this work, the following unconstrained numerical optimization
problem is considered:

min f (x), x ∈ S, (2.1)

where S ∈ Rn is a compact set, and x = (x1, · · · , xn)T is a vector of decision variables with the
dimension of n. For each variable, it satisfies the boundary constraint as follows:

x j ∈ [x j, x j], j = 1, · · · , n,

where x j and x j are the lower and upper bound of x j, respectively.
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2.1. Differential evolution

In DE, there are four main operations to evolve the population towards the optimal solution for the
optimization problem, that is, initialization, mutation, crossover, and selection [1]. First, the initial
population is generated. After that, DE repeated executes the mutation, crossover, and selection, until
the termination criterion is met. The four operation are introduced as follows.

2.1.1. Initialization

Suppose that there are µ solutions (x1, · · · , xµ) in the DE population. Initially, for each variable of a
solution xi, it is randomly initialized in its search range as

xi, j = rndreal(x j, x j), (2.2)

where rndreal(x j, x j) generates a uniformly random real-valued number in [x j, x j], i = 1, · · · , µ, and
j = 1, · · · , n.

2.1.2. Mutation

After initializing the population, the mutation is used to generate the mutant vector vi for each target
solution xi. The classical “DE/rand/1” mutation is as follows:

vi = xr1 + F · (xr2 − xr3) , (2.3)

where r1, r2, and r3 are randomly generated integers in {1, µ}, satisfy r1 , r2 , r3 , i. F ∈ (0, 1+) is
a scaling factor. In DE, there are also other mutation strateties, such as

• “DE/best/1”:
vi = xbest + F · (xr2 − xr3) ,

• “DE/current-to-best/1”:

vi = xi + F · (xbest − xi) + F · (xr2 − xr3) ,

• “DE/current-to-rand/1”:

vi = xi + F · (xr1 − xi) + F · (xr2 − xr3) ,

where xbest is the best solution in the current population.

2.1.3. Crossover

In DE, the crossover is performed between the mutant vector vi and the target vector xi. The
commonly used binomial crossover is formulated as:

ui, j =

vi, j, if rndreal(0, 1) ≤ Cr or j == jrand

xi, j, otherwise
, (2.4)

where Cr ∈ [0, 1] is the crossover rate, and jrand ∈ {1, µ} is a randomly generated integer.
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2.1.4. Selection

For each target solution xi, DE uses the mutation and crossover to generate a trial vector ui. Then,
the one-to-one tournament selection is used to select the better one between xi and ui to survive into
the next population as follows.

xi =

ui, if f (ui) ≤ f (xi)
xi, otherwise

, (2.5)

where f (xi) is the objective function value of xi.

2.2. Reflection in N-M algorithm

In the N-M algorithm [8], to implement the simplex transformation, one of the main operations is
the reflection. For the n-dimensional optimization problem, n + 1 solutions (x1, · · · , xn+1) are initially
generated to form the simplex. Among these solutions, the worst one is marked as xw, then, the centroid
xc of the best side is calculated as

xc =
1
n

∑
j,w

x j, j = 1, · · · , n + 1. (2.6)

After calculating the centroid, the reflection point is calculated as

xr = xc + α · (xc − xw), (2.7)

where α is the reflection factor. The reflection operation generates the reflection point in the best side
of the simplex, which is possible the promising direction towards the basin of attraction.

2.3. Related work

As mentioned above, the core operation in DE is the mutation, which is able to control the search
direction and the stepsize. There are various mutation strategies proposed in the literature [2]. More
details can be found in the survey paper in [5]. Herein, we only briefly introduce some related work.

2.3.1. DE with pbest mutation

In [10, 11], the JADE algorithm was proposed, where four mutation strategies were developed,
that is, “DE/current-to-pbest/1” without archive, “DE/current-to-pbest/1” with archive, “DE/rand-to-
pbest/1” without archive, and “DE/rand-to-pbest/1” with archive. Let “DE/current-to-pbest/1” without
archive and “DE/rand-to-pbest/1” without archive be examples, they are formulated as

• “DE/current-to-pbest/1” without archive:

vi = xi + Fi · (xpbest − xi) + Fi · (xr1 − xr2), (2.8)

• “DE/rand-to-pbest/1” without archive:

vi = xr0 + Fi · (xpbest − xr0) + Fi · (xr1 − xr2), (2.9)
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where r0, r1, r2 ∈ {1, µ}, and r0 , r1 , r2 , i. Fi is generated for each target solution. xpbest is
the pbest solution, which is randomly selected as one of the top 100p% solutions in the current
population P, and p ∈ (0, 1].

When the archive A is used, the solution xr2 is randomly chosen from the union of the current
population and the archive, that is, xr2 ∈ P ∪ A.

2.3.2. DE with adaptive guided mutation

Inspired by the pbest mutation, in [12], a new mutation strategy was presented as follows:

vi = xr + F · (xpbest − xpworst), (2.10)

where xpbest and xpworst are respectively randomly selected as one of the top and bottom 100p%
solutions in the current population. xr is randomly chosen from the middle µ − 2(100p%) solutions,
and p ∈ (0, 0.5).

2.3.3. DE with order-based mutation

In [13], two mutation strategies were proposed to improve the performance of SHADE [9] and
LSHADE [14].

• “DE/current-to-ord best/1”:

vi = xi + Fi · (xobest − xi) + Fi · (xomedian − xoworst), (2.11)

where xobest, xomedian, and xoworst are the best, median, and worst solutions from three randomly
selected solutions, respectively.

• “DE/current-to-ord pbest/1”:

vi = xi + Fi · (xopbest − xi) + Fi · (xopmedian − xopworst). (2.12)

Similar to “DE/current-to-pbest/1” mutation, first, two solutions are randomly chosen, and one
solutions is randomly selected as one of the top 100p% solution in the current population. Then,
the three solutions are ordered based on their fitness values, and the best, median, worst one are
respectively marked as xopbest, xopmedian, and xopworst.

2.3.4. DE with past difference vectors reuse

Based on the consideration that the successful previous difference vectors may provide the
successful directions of perturbation in DE mutation, in [15], Ghosh et al. proposed the past
difference vectors reuse (DVR) mechanism. The successful difference vectors are saved in an archive
AV , and they will be probabilistically reused to generate the mutant vectors in the subsequent
generations. For example, the DVR-based “DE/rand/1” mutation can be formulated as

vi =

xr1 + F · (xr2 − xr3), if g == 1 or rndreal(0, 1) ≥ pdvr

xr1 + F ·
−→
∆ k, otherwise

, (2.13)

where g is the generation counter, pdvr is the probability, and
−→
∆ k is a randomly chosen difference vector

from AV .
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3. Our approach

In this section, first, the motivations of our approach is introduced. Then, the proposed quasi-
reflection-based mutation is described in detail, followed by the introduction of the framework of DE
with the proposed mutation.

3.1. Motivations

In the DE literature, there are various mutation strategies proposed. However, most of them do not
carefully consider the search direction of the mutation. In [15], the successful directions introduced by
the successful difference vectors are used. The results in [15] indicate that carefully considering the
search direction of the mutation is able to remarkably improve the performance of DE.

As mentioned in section 2.2, the reflection in the N-M algorithm explicitly uses the search
direction, which generates the reflection point towards the best side of the simplex. Therefore,
inspired by the reflection, we try to develop the quasi-reflection-based mutation to carefully consider
the search direction.

3.2. Quasi-reflection-based mutation

Suppose that there are four solutions (i.e., xr1, xr2, xr3, and xr4) are randomly chosen from the
current population. Among the these solutions, the best and worst solutions are respectively marked
as xb and xw, and the rest two solutions are referred to as xt1 and xt2. Then, the proposed mutation is
formulated as

vi =

xc + F · (xb − xc) + F · (xr0 − xw), if f (xr0) ≤ f (xw)
xc + F · (xb − xc) + F · (xw − xr0), otherwise

, (3.1)

where

xc = βi · xt1 + (1 − βi) · xt2, (3.2)

where βi = rndreal(0, 1), which is regenerated for each target solution at the current generation. xr0 is
another randomly selected solution from the current population.

3.2.1. Explanations

For the proposed quasi-reflection-based mutation shown in Eq (3.1), there are three parts to generate
the mutant.

• Similar to the reflection operation in the N-M algorithm, xc is calculated by Eq (3.2). When
βi = 0.5, it is the center between xt1 and xt2. There are three differences compared with the
reflection operation shown in Eq (2.7): i) xc is not restricted to the centroid to avoid the mutation
favoring the optimal solution at x∗ = (0, · · · , 0)T ; ii) only four solutions are used to reduce the
complexity; and iii) the best solution xb among the four solutions is not used to avoid trapping
into the local optima, since xb is used in the second part.

• For the second part Fi · (xb − xc), it is inspired by the second part of “DE/rand-to-pbest/1” shown
in Eq (2.9). In addition, since xb is the best one among the four solutions, the direction of the
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difference vector xb − xc points to the best side of the four solutions similar to the reflection in the
N-M algorithm.

• For the third part, a random solution xr0 is used to enhance the diversity of the mutation.
Additionally, to ensure the direction of the difference vector point to the better solution, the
better one between xr0 and xw is set to be the final vector as shown in Eq (3.1).

In the literature, there are some studies that combined DE with the N-M algorithm [16, 17].
However, our approach has significant differences compared with the existing methods:

• In [16], the N-M algorithm is used to generate the initial population for DE.
• In [17], the N-M algorithm is used as a local search procedure to refine the solutions.
• In our method, inspired by the reflection of the N-M algorithm, a quasi-reflection mutation is

proposed. Therefore, it is not a simple hybridization of DE and N-M like the methods in [16,17].

3.2.2. Remarks

The proposed quasi-reflection-based mutation has the following advantages:

1) Promising Search Direction: Similar to the reflection in the N-M algorithm, the proposed
mutation is able to guide the search towards the best side of the selected solutions. In this way, it
is able to generate good mutant vectors with higher probability.

2) Simplicity: It is very simple to be implemented. It also does not increase the complexity of the
original DE method.

3) Generality: The proposed mutation is generic. Like “DE/current-to-pbest/1”, xi and xpbest can
be used to replace two of the four solutions. Also, similar to “DE/rand-to-pbest/1”, xpbest can be
used to replace one of the four solutions. Additionally, in Eq (3.1), more than four solutions can
also be used to obtain xc, xb, and xw.

3.3. DE with quasi-reflection-based mutation

Combined the quasi-reflection-based mutation with the original DE method, the framework of
ReDE is shown in Algorithm 1, where NFEsmax is the maximal number of function evaluations, and
NFEs is the current number of function evaluations. Compared with DE using the “DE/rand/1”
mutation, the only differences are in lines 7–10. Note that, the proposed quasi-reflection-based
mutation can be readily integrated into other advanced DE variants. As substantiations, in this work, it
is combined with jDE [18], JADE [10], and SHADE [9]. The corresponding variants are referred to as
RejDE, ReJADE, and ReSHADE, respectively. In RejDE, the four solutions in Eq (3.1) are randomly
chosen from the population. While in ReJADE and ReSHADE, one of the four solutions is the pbest
solution, and the rest three ones are randomly chosen from the population.

4. Experimental results and analysis

In this section, the performance of the proposed method is extensively evaluate to show its
superiority.
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Algorithm 1: The framework of ReDE
Input: Control parameters: µ,Cr, F,NFEsmax

Output: The optimal solution
1 Initialize the population P randomly;
2 Calculate the fitness value of each solution in P;
3 Set NFEs = µ;
4 while NFEs ≤ NFEsmax do
5 for i = 1 to µ do
6 Randomly select r1, r2, r3, r4 ∈ {1, µ} with r1 , r2 , r3 , r4 , i;
7 Find xb and xw from the four solutions;
8 βi = rndreal(0, 1);
9 Randomly select r0 ∈ {1, µ};

10 Generate the mutant solution vi according to Equation (3.1);
11 Generate the trial solution ui according to Equation (2.4);
12 Evaluate the trial solution ui;
13 NFEs = NFEs + 1;

14 for i = 1 to µ do
15 if f (ui) ≤ f (xi) then
16 xi = ui;

4.1. Benchmark functions

To compare the performance of different algorithms, we first select 30 benchmark functions as the
test suite from the literature [19–22]. The detailed description of these functions are given in Table S1
in the supplementary file. Each function with the optimal value f (x∗) = 0 is tested at n = 30.

4.2. Algorithms for comparison and parameter settings

First, the proposed mutation is integrated into SHADE. The corresponding ReSHADE method is
compared with the following advanced DE variants: 1) jDE [18], 2) JADE [10], 3) SHADE [9], 4)
AGDE [12], 5) CoBiDE [23], and 6) OrSHADE [13]. The parameter settings of these algorithms are
given in Table 1, which are mainly set to be the same as used in their original literature.

For each function, the maximal NFEs is NFEsmax = 100, 000. Each function is optimized over 51
independent runs.

Table 1. Parameter settings of the compared methods.

Algorithm Parameter settings

jDE µ = 100, τ1 = 0.1, τ2 = 0.1
JADE µ = 100, p = 0.05, c = 0.1, ξCr = 0.5, ξF = 0.5

SHADE, OrSHADE, ReSHADE µ = 100, pmin = 0.02,HM = µ

AGDE µ = 50, p = 0.1
CoBiDE µ = 60, pb = 0.4, ps = 0.5
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4.3. Compared with other DE variants

This section compares ReSHADE with the above-mentioned 7 DE variants in two aspects: the
accuracy of the final solutions and the convergence rate.

4.3.1. On the accuracy

The detailed results are reported in Table S2 in the supplementary file, where the best results among
the 8 algorithms are highlighted in grey boldface. In the last column, the significance is calculated
by the Wilcoxon test at α = 0.05, where “w/t/l” indicates ReSHADE wins in w functions, ties in t
functions, and loses in l functions compared with its competitor. Note that, in Table S2, when there
are different algorithms can approach the optimal solution for a function, the intermediate results
are also given at NFEs = 6, 600*. To better compare the performance of different algorithms, the
multiple-problem statistical analysis is used. In Figure 1, the average rankings of different algorithms
are shown. In addition, Table 2 reports the results obtained by the Wilcoxon test for ReSHADE vs
other DE variants†.
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Figure 1. The average rankings of the eight algorithms by the Friedman test.

Table 2. Results obtained by the Wilcoxon test for ReSHADE vs other DE variants.

ReSHADE vs R+ R− p-value

jDE 430.0 35.0 7.99E−6
JADE 398.0 67.0 3.45E−4

SHADE 407.0 58.0 1.37E−4
AGDE 424.0 41.0 1.82E−5

CoBiDE 452.0 13.0 1.64E−7
OrSHADE 388.0 77.0 8.72E−4

From Table S2, we can observe that in 22 out of 30 functions ReSHADE obtains the best average
results among the eight algorithms. Additionally, ReSHADE is able to get significant better results in

*For functions f06, f10–f13, and f23–f26, the intermediate results are reported in Table S2.
†The results of the Friedman and Wilcoxon tests are calculated by the KEEL software [24].
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the majority of the functions according to the Wilcoxon test. The results in Figure 1 clearly indicates
that ReSHADE yields the best ranking, followed by OrSHADE. Moreover, the results in Table 2
exhibits that ReSHADE significantly outperforms jDE, JADE, SHADE, AGDE, CoBiDE and
OrSHADE based on the multiple-problem analysis of the Wilcoxon test.

4.3.2. On the convergence

In Figures 2 and 3, the convergence rate of different algorithm for the selected functions is
illustrated, where the average convergence curve of each algorithm is shown‡. Since CoBiDE is the
worst one among the eight algorithms, for the clarity, its convergence rate is not included herein.

From Figures 2, 3, S1 and S2, it can be seen that in the majority of the functions, ReSHADE
converges the fastest from the begin of the evolution. OrSHADE is also an improved version of
SHADE, its convergence rate is slightly faster than SHADE.

From the above the results on both the accuracy and the convergence rate, it is clear that ReSHADE
consistently obtains the best results among the eight algorithms on the whole. This confirms that the
proposed quasi-reflection-based mutation is effective and efficient. It can provide the promising search
direction to guide the search, and hence, it results in the significant improvement of ReSHADE.
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Figure 2. Comparison on the convergence rate of different algorithms for the selected
functions. (a) f01, (b) f03, (c) f05, (d) f09, (e) f12 and (f) f15.

‡The convergence curves of the rest 18 functions are plotted in Figures S1 and S2 in the supplementary file.
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Figure 3. Comparison on the convergence rate of different algorithms for the selected
functions. (a) f17, (b) f20, (c) f22, (d) f23, (e) f26 and (f) f29.

4.4. Study on other mutation strategies

In section 4.3, the proposed mutation is implemented in “DE/rand-to-pbest/1” without archive. As
mentioned in section 2.3.1, there are four mutation strategies presented in JADE [10, 11]. In this
section, the quasi-reflection-based technique is also implemented into other three mutation strategies
to evaluate its generality. Combined with SHADE, the detailed results are shown in Tables S3 and
S4 in the supplementary file, where SHADE1 and ReSHADE1 use “rand-to-pbest/1” without archive,
SHADE2 and ReSHADE2 use “current-to-pbest/1” without archive, SHADE3 and ReSHADE3 use
“rand-to-pbest/1” with archive, and SHADE4 and ReSHADE4 use “current-to-pbest/1” with archive.
In addition, the averaged rankings of SHADE and ReSHADE variants by the Friedman test is plotted
in Figure 4. Table 3 reports the results obtained by the Wilcoxon test for ReSHADE vs SHADE with
different mutation strategies.

Table 3. Results obtained by the Wilcoxon test for ReSHADE vs SHADE with different
mutation strategies.

R+ R− p-value

ReSHADE1 vs SHADE1 407.0 58.0 1.37E−4
ReSHADE2 vs SHADE2 377.5 87.5 2.10E−3
ReSHADE3 vs SHADE3 397.0 68.0 3.80E−4
ReSHADE4 vs SHADE4 354.0 111.0 1.13E−2
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Figure 4. The average rankings of SHADE and ReSHADE with different mutation strategies
by the Friedman test.

From the results in Tables S3, S4, 3 and Figure 4, we can see that

• In the majority of the functions, the proposed quasi-reflection-based mutation is able to obtain
significant better results for different mutation strategies.

• Each ReSHADE method gets better ranking than its corresponding SHADE method.
• According to the multiple-problem analysis of the Wilcoxon test, ReSHADE significantly

outperforms SHADE for different mutation strategies.

Therefore, we can conclude that the proposed quasi-reflection-based mutation has good generality.
It may be of benefit to other DE mutation strategies to improve the performance of DE.

4.5. Effect on other DE methods

In the previous sections, the proposed mutation technique is combined with SHADE, and obtains
very promising results compared with other DE variants. This section investigates the effect of the
proposed mutation on other DE methods. It is integrated into jDE [18] and JADE [10], and the
corresponding methods are referred to as RejDE and ReJADE, respectively. In RejDE, the four
solutions in Eq (3.1) are randomly chosen from the current population. In ReJADE, the mutation
strategy is the same as used in ReSHADE1. The parameters of RejDE and ReJADE are kept the same
as the parameters of jDE and JADE in Table 1.

Table S5 in the supplementary file shows the detailed results of the four methods. The average
rankings of these methods by the Friedman test are plotted in Figure 5. Additionally, the results
obtained by the Wilcoxon test with the multiple-problem analysis are provided in Table 4. The results
still substantiate the superiority of the proposed mutation, which can also significantly enhance the
performance of other DEs (RejDE vs jDE and ReJADE vs JADE).

Table 4. Results obtained by the Wilcoxon test for RejDE vs jDE and ReJADE vs JADE.

R+ R− p-value

RejDE vs jDE 465.0 0.0 1.86E−9
ReJADE vs JADE 403.0 62.0 7.73E−5
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Figure 5. The average rankings of jDE, RejDE, JADE, and ReJADE by the Friedman test.

4.6. Results on the CEC2013 functions

In the previous experiments, the performance of different DE variants were evaluated on the
functions shown in Table S1 in the supplementary file. To further study the performance of the
proposed mutation, in this section, the CEC2013 functions [25] are used. There are 28 functions with
three groups: unimodal functions (F01–F05), basic multimodal functions (F06–F20), and
composition functions (F21–F28). In this work, all functions are tested at n = 10 with
NFEsmax = 100, 000. ReSHADE is compared with jDE, JADE, SHADE, AGDE, and OrSHADE. For
the compared algorithms, the parameters are kept the same as presented in Table 1. Each function is
executed over 51 independent runs.

In the supplementary file, Table S6 reports the detailed results of the compared DE variants. In
addition, the average rankings of these algorithms are shown in Figure 6, and the results of the
Wilcoxon test are given in Table 5. From the results, we observe that

Table 5. Results obtained by the Wilcoxon test for different algorithms on the CEC2013
functions.

ReSHADE vs R+ R− p-value

jDE 321.0 85.0 6.06E−3
JADE 338.0 68.0 1.42E−3

SHADE 253.0 153.0 ≥ 0.2
AGDE 330.5 75.5 1.46E−3

OrSHADE 243.5 162.5 ≥ 0.2

• Compared with jDE, JADE, and AGDE, ReSHADE obtains significantly better results in the
majority of functions. It can also significantly outperform the three DE methods on the whole as
shown in Table 5.

• Compared with SHADE and OrSHADE, ReSHADE wins in 11 and 10 functions, respectively.
However, it loses in 3 functions. For the rest functions, there are no significant differences.
Based on the Wilcoxon test shown in Table 5, ReSHADE still provides slightly better results than
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SHADE and OrSHADE.
• On the whole, ReSHADE gets the best average ranking by the Friedman test among the six

algorithms.
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Figure 6. The average rankings of different algorithms on the CEC2013 functions by the
Friedman test.

Therefore, it can be concluded that the proposed quasi-reflection-based mutation is also useful to
improve the performance of DE on the complex optimization problems.

4.7. Results on the real-world problems

In this section, two real-world problems are chosen from the literature to verify the performance of
our approach. The two problems are: i) RWP1) Chebychev polynomial fitting problem (n = 9) [6] and
ii) RWP2) optimization of geophysical potential field data inversion (n = 9) [26]. The maximal NFEs
NFEsmax = 30, 000. All other parameters are kept the same as shown in section 4.2. Each algorithm
is executed over 51 independent runs for each problem. The results are reported in Table 6.

Table 6. Comparison on the results of different methods on two real-world problems.
Prob. jDE JADE SHADE AGDE CoBiDE OrSHADE ReSHADE ReJADE

RWP1 6.8E+1 ± 1.0E+2 0.0E+0 ± 0.0E+0 2.2E−2 ± 6.3E-2 9.7E−3 ± 3.4E−2 6.5E−1 ± 3.1E−1 3.7E−3 ± 1.2E−2 1.3E−3 ± 6.8E−3 0.0E+0 ± 0.0E+0
RWP2 2.2E−3 ± 1.2E−3 7.1E−4 ± 1.5E−3 7.5E−5 ± 7.9E−5 2.9E−5 ± 2.7E−5 6.0E−4 ± 3.9E−4 5.0E−5 ± 6.7E−5 1.4E−5 ± 2.2E−5 1.9E−4 ± 6.6E−4

ReSHADE vs 2/0/0 0/1/1 2/0/0 2/0/0 2/0/0 2/0/0 – 1/1/0
ReJADE vs 2/0/0 1/1/0 2/0/0 2/0/0 2/0/0 2/0/0 1/1/0 –

From the results in Table 6, it is clear that:

• For RWP1, both JADE and ReJADE get the global optimum. They perform significantly better
than jDE, SAHDE, AGDE, CoBiDE, OrSHADE, and ReSHADE. ReSHADE obtains the second
best result.

• For RWP2, both ReSHADE and ReJADE significantly outperform jDE, SAHDE, AGDE,
CoBiDE, and OrSHADE.

• On the whole, the proposed ReSHADE and ReJADE obtain the best results on the two real-world
problems.
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Therefore, we can conclude that the proposed quasi-reflection mutation is also able to perform well on
the real-world problems.

5. Conclusions

In this paper, inspired by the reflection operation in the N-M algorithm, the quasi-reflection-based
mutation is proposed to improve the performance of DE. The proposed method is able to provide the
promising search direction to guide the search. It is simple to be implemented, easy to be integrated
into different DE variants, and generic to be extended to different mutation strategies. In this work, it
is integrated into jDE, JADE, and SHADE as illustrations. Results on the benchmark functions and the
CEC2013 functions clearly confirm the superiority of the quasi-reflection-based mutation.

In the near future, we will try to use the DE variants with the quasi-reflection-based mutation to
solve the real-world optimization problems, such as the pollution isolation in water distribution
network [27], mobile supplier selection problem [28], image segmentation [29].

The source code of ReSHADE can be obtained from the authors upon request.
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