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Abstract: Background and objective: Brain tumors are among the most common complications with 

debilitating or even death potential. Timely detection of brain tumors particularly at an early stage 

can lead to successful treatment of the patients. In this regard, numerous diagnosis methods have 

been proposed, among which deep convolutional neural networks (deep CNN) method based on 

brain MRI images has drawn huge attention. The present study was aimed at proposing a deep 

CNN-based systematic approach to diagnose brain tumors and evaluating its accuracy, sensitivity, 

and error rates. Materials and methods: The present study was carried out on 1258 MRI images of 60 

patients with three classes of brain tumors and a class of normal brain obtained from Radiopedia 

database recorded from 2015 to 2020 to make the dataset. The dataset distributed into 70% for 

training set, 20% for test set, and 10% for validation set. Deep Convolutional neural networks (deep 

CNN) method was used for feature learning of the dataset images which rely on training set. The 

processes were carried out through MATLAB software. For this purpose, the images were processed 

based on four classes, including ependymoma, meningioma, medulloblastoma, and normal brain. 

Results: The results of the study indicated that the proposed deep CNN-based approach had an 

accuracy level of 96%. It was also observed that the feature learning accuracy of the proposed 

approach was 47.02% in case of using 1 epoch, which increased to 96% when the number of epochs 

rose to 15. The sensitivity of the approach also had a direct relationship with the number of epochs, 

such that it increased from 47.02 to 96% in cases of having 1 and 15 epochs, respectively. It was also 

seen that epoch number had a reverse relationship with error rate which decreased from 52.98 to 4% 

once the number of the epochs increased from 1 to 15. After that the system tested on 25 new MRI 

images of each of the classes with accuracy 96% according to the confusion matrix. Conclusion: 

Using deep CNN for feature learning, extraction, and classification based on MRI images is an 
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efficient method with an accuracy rate of 96% in case of using 15 epochs. It exhibited the factors 

which cause increase accuracy of the work. 

Keywords: brain tumor; deep convolutional neural networks (deep CNN); ependymoma; 

meningioma; medulloblastoma 

 

1. Introduction 

Brain tumors, which are also called intracranial tumors, refer to abnormal masses of tissue 

where the growth of the cells is uncontrollable. It seems that the mechanisms which control normal 

cells fail to or do not check such abnormal tissue masses. There are over 150 different types of brain 

tumor, among which primary and metastatic tumors account for the major two groups [1]. In another 

classification, brain tumors are either malignant (cancerous) or benign (noncancerous). 

Malignant tumors are characterized by their quick spread to other brain tissues, causing the 

patient’s conditions to become worse [2]. Ependymoma (also called ependymal tumor) with a 

prevalence rate of 17.6% in adults is a common type of intradural tumor. Other common types of 

intradural/intramedullary tumors are meningiomas (38.8%) and nerve sheath tumors with adult 

prevalence rates of respectively 38.8 and 29.5% [3]. Although intradural extramedullary lesions 

happen outside the spinal cord, they are in close vicinity within the spinal thecal sac. These types of 

lesion are typically nerve sheath tumors or meningiomas. The distinction between medulloblastoma 

and ependymoma in children can guide the aggressiveness which is used by the neurosurgeon to 

resect the tumor. However, accurate decisions about selecting an appropriate treatment protocol can 

be made through accurate detection of brain tumors [4]. 

Because of their different sizes, shapes, locations, and types in the brain, brain tumors are 

usually difficult and complicated to detect. In their early stages, brain tumors are even more difficult 

to detect partly because their size and resolution cannot be measured accurately. It is noteworthy that 

early detection of brain tumors while they are in formation process can increases the patient’s 

chances for successful treatment. Therefore, it can be concluded that treatment of brain tumors is 

highly dependent on their early diagnosis. Tumor diagnosis is typically performed through a medical 

examination which is aided with magnetic imaging or computer tomography. Among the available 

approaches for diagnosis and evaluation of the brain, MRI imaging is a widely acceptable method 

which provides accurate brain images [5]. 

To diagnose and classify tumors from brain images, a technique was proposed which was 

labelled as convolutional neural networks (CNN). The convolutional neural network differs from 

normal neural network in that the former’s channel can locally and automatically extract features 

from each image. The neurons with biases and weights included in this type of networks can be 

learned [6]. This diagnosis method was improved once a machine learning algorithm was added to it 

to be utilized for the purpose of feature extraction. The algorithm is a clustering algorithm which is 

applied to the images which are in turn applied to CNN. Since fatty masses are mistakenly regarded 

as tumors in some images and some tumors as fatty masses in some other images, it is necessary to 

extract the features of the images before they are applied to CNN. Feature extraction before applying 

the images to CNN can remarkably decrease medical error and increase diagnosis accuracy [7]. 

Different techniques have been proposed to improve the efficiency and accuracy of this method. 
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For example, Xu et al. proposed using Image-Net for feature extraction in CNN method. It worked 

based on segmentation and classification of the features. Their proposed technique was found to have 

accuracy of 84% for segmentation and 97.5% for classification [8]. Moreover, Pan et al. used 

multiphase MRI images to compare the tumor grading performance of base neural networks and 

deep learning (DL) structures. They found out that compared to the neural networks, the network 

performance based on the specificity and sensitivity of CNN improved by 18% [9]. Furthermore, a 

deep learning-based supervised method was proposed by Samadi et al. for detection of synthetic 

aperture radar (SAR) image changes. Through this method, input images are used to provide a 

dataset of an appropriate data diversity and volume for training the deep belief network (DBN). Their 

proposed method proved the acceptability of deep learning-based algorithms for solving the 

problems with change detection [10]. The most recent fully automatic segmentation method for 

diagnosis of brain metastases through images include those proposed by Comelli et al and Stefano et 

al. In their proposed method, information obtained from previously studied fully automatic 

segmentation procedures for PET images is used in a system in order to detect patients with brain 

metastases who can respond to the treatment [11,12]. 

Given the significance of accurate diagnosis of brain tumors in making appropriate treatment 

decisions, the present study was carried out in order to develop and propose a systematic approach 

based on deep learning to detect brain tumors via medical image diagnosis process and according to 

the classes of ependymoma, meningioma, medulloblastoma, and normal brain.  

2. Materials and methods 

The present study was carried out on the MRI data from 2015 to 2020 in order to use deep CNN 

to diagnose medical images which were obtained for the purpose of brain tumor diagnosis. For this 

purpose, a method was proposed using appropriate deep CNN architecture, and the training process 

was set to optimum situation properly with the dataset and necessary tools. 

2.1. Materials 

The necessary materials included annotated dataset to train the neural network; application 

platform to execute the deep learning codes, which depended on MATLAB and MATLAB deep 

learning toolbox; and hardware resources like graphical processing unit (GPU). All required 

processes were implemented on MATLAB through the version of R2019b student site. This system 

was applied using graphical processing unit (GPU) of NVIDIA GeForce GTX-1060 6GB with 

VRAM memory of 14.211 GB, processor Intel(R) Core (TM) i7-9700 kf (8 CPU) 3.6 GHz, and 

memory of 16.384 GB with 1200 GB memory storage. 

2.2. Design of the proposed system 

Based on deep CNN method, the automate system was implemented according to the steps 

shown in Figure 1 below. As indicated in this figure, the system includes these elements: medical 

image data acquisition, preprocessing and data augmentation, and brain MRI image processing using 

deep CNN approach. 
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Figure 1. Representation of the automate system chart. 

This system can be most appropriately implemented through deep CNN which is a supervised 

learning model in deep learning (DL) techniques. This model can perform the processes of feature 

extraction and classification simultaneously. 

2.2.1. Medical image data acquisition 

In supervised learning methods, an imperative process is collecting and managing and 

annotating raw data. It is the first and best process to create a good dataset however it is challenging. 

Image modalities are the most important factors to get appropriate dataset. The studied depended on 

using magnetic resonance imaging (MRI) image modality which is the most dominant one to exhibit 

the brain anomalies. The dataset composed of 1258 brain MRI images were obtained from 

Radiopedia database of 60 patients in positions of axial, sagittal, and coronal. The images were 

collected according to 15 patients for each the classes of normal brain, meningioma, ependymoma, 

and medulloblastoma. Normal brain class folder included 286 images, meningioma class folder 

included 380 MRI images, ependymoma class folder included 311 MRI images, and the 

medulloblastoma class folder included 281 MRI images. The diagnosis had been annotated by expert 

radiologists.  Inside the dataset, the most significant images selected into the dataset manually 

according to their features. 
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2.2.2. Preprocessing and data augmentation 

Medical image data include noise, missing values, and inhomogeneous region of interest 

(ROI) and lack of annotated dataset; therefore, inaccurate diagnosis is likely to occur. In this 

regard, preprocessing and data augmentation can be used to enhance the performance of 

medical image processing. After data acquisition, preprocessing was performed, which 

involved three processes such as; resizing, de-noising, and data augmentation the images. A 

resizing function was used to resize the images to an equal size because every image must have 

the same size to implement the method as in this study set to 512*512. Another preprocessing 

process was de-noising which included using statistical method to enhance image quality. For 

this purpose, median filter was used to remove noise and preserve edges. It was used to solve 

the problem of missing values. In this step, as shown in Figure 2, the image quality was 

preserved in its natural condition. 

 

Figure 2. Representation of normal brain image; (a) Normal brain image before 

preprocessing, (b) Normal brain image after preprocessing. 

Before the data augmentation the dataset distributed according to 70% of the dataset for training 

set, 20% of the dataset for test set, and 10% of the dataset for validation set. the first 70% of each 

classes images assign to training set after that 20% of them to the set of testing and the last portion 

for validation set. 

After that data augmentation implement to solve the problem of lack of sufficient amount of 

training, testing, and validation sets using augmented image data store which increase probability of 

correct predictions because the method can manipulate augmented image positions. The most 

important data augmentation positions are rotation, scaling, reflection, translating, and cropping, as 

shown in Figure 3. 
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Figure 3. Representation of the prepared dataset: (a) Original image, (b) Rotation by angle 45 

degrees, (c) Scaled, (d) Reflection, (e) Translation, and (f) Cropped. 

2.2.3. Prepare standard data for performance evaluation 

It involves the ready dataset to feed into the process of deep CNN. 

2.2.4. Medical image diagnosis process using deep CNN 

Deep CNN or ConvNet perceives images as volumes. In general, the deep CNN method 

includes two major processes: feature extraction and classification. Architecture of the deep CNN 

method and training process are two very important parts of the deep CNN system. 

Architecture of the deep CNN is composed of image input layer, convolution 2D layer, batch 

normalization layer, ReLU layer, max pooling 2D Layer for feature extraction process, and fully 

connected layer (FCN), Softmax layer, and classification layer for diagnosis process. Organizations 

of the deep CNN methods vary according to the type of the tasks, datasets, optimizers, learning rate, 

and the number of epochs in Figure 4. 
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Figure 4. Representation of architecture of the deep CNN. 

Convolution layer is performed by multiplying input image by impulse response which is 

known as mask or filter. The processes are performed using a 2-dimensional (2D) convolution. As 

shown in Eq 1, it is performs by convolving both horizontal and vertical directions in 2D spatial 

domain. 

𝑦[𝑚, 𝑛] = 𝑥[𝑚, 𝑛] ⁕ ℎ[𝑚, 𝑛] = ∑  

𝑘

𝑖=−𝑘

∑ 𝑥[𝑖, 𝑗]. ℎ[𝑚 − 𝑖, 𝑛 − 𝑗]

 𝑘

𝑗=−𝑘

           (1) 

Where x [m,n] represents 2D image, m, n; are vertical and horizontal 2-D image values, h [m,n] 

represents the kernel which provide weights, i and j span the dimensions of the kernel, and k is range. 

Rectified linear unit (ReLU) layer is an activation function to make the characteristic map of the 

output that has a non-linear relationship. As shown in Eq 2. 

f(x) = max(0, x)                                (2) 

Batch normalization is a technique for training very deep neural networks and standardizing the 

inputs to a layer for each mini-batch. The algorithm distributed the classes by mini batch sizes of 32 

which cause decrease run-time. 

Max pooling rebates feature sizes even when zero padding increases the feature more stretched 

inside the image. Pooling is a way to take large images and shrink them down while preserving the most 

important information in them which represent as features. After all these processes, the features were 

prepared via the pooled feature maps. This process continues till the final max pooling layer in the last 

epochs. 

Features refer to image pieces, which are extracted through deep CNN by comparing the images 

piece by piece. Each feature is like a mini-image which is as small as a 2-dimensional array of values. 
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Feature extraction in every supervised learning method relies on datasets. In this regard, DL methods are 

intelligent methods to learn features from the training set. The most important features in the present 

study were the shape of brain tumor cells and their locations inside brain. Training set feature extraction 

which is the most important process to recognize features in Figure 5. 

  

Figure 5. Representation of the extracted features. 

FCN is the final layer where the classification and predictions happen. Fully connected layers take 

the high-level filtered images and translate them into votes. 

SoftMax is an activation function like sigmoid, tanh, and ReLU, typically applied on the output of the 

very last layer. 

Classification Layer is the final layer of the neural network which is responsible of determining the 

number of the selected classes in the proposed approach. 

This study relied on multi-classification to classify four brain situations which involve three types of 

tumors and a type of normal brain that are arranged in four classes, including ependymoma, meningioma, 

medulloblastoma, and normal brain with accuracy of 96% in Figure 6. 

 

Figure 6. Representation of the accuracy. 

https://qr.ae/TW2ynR
https://www.quora.com/What-is-the-Tanh-activation-function
https://www.quora.com/The-RELU-activation-function-is-although-technically-nonlinear-comprised-of-linear-functions-piece-wise-So-is-it-as-effective-and-efficient-in-modelling-approximating-any-line-like-other-exponential-activation-functions-in-a-neural-network/answer/Kasper-Fredenslund
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The learning process or training was performed through back-propagation process. The method 

changed the weighed values to closer image feature values according to the histologically similar tissues 

in image diagnosis based on the number of epochs to arrive to the optimum situation, which means 

lowest error rate.  

Adam optimizer is a hyper parameter that controls how much to change the model in response to the 

estimated error every time the model weights are updated. Training the diagnosis process was highly 

dependent on Adam optimizer which is a combination of gradient descent with momentum, RMSPromp, 

and back-propagate loss for any image and updating the gradients. It is an adaptive learning rate method 

which calculates the individual learning rates to various parameters. These factors are important and 

effective to the training process because they enable the method to get maximum accuracy and the lowest 

learning rate. Figure 7 provides a representation of the accuracy according to the prepared dataset. 

2.2.5. Results 

According to the epochs, the results showed that the feature learning accuracy of the proposed 

system increased remarkably with an increase in the number of epochs, such that feature learning 

accuracy was 47.02% with 1 epoch (under-fitting), while it became 96% when 15 epochs were involved 

(optimum). Moreover, overfitting (having more than 15 epochs) can lead to a decrease in feature learning 

accuracy. Therefore, using 15 epochs can lead to the highest level of accuracy in brain tumor diagnosis 

Table 1 and Figure 7. 

Table 1. Feature learning accuracy of the system according to the number of epochs. 

No. of Epochs Accuracy (%) 

Epoch 1 47.02 

Epoch 2 62 

Epoch 3 81.5 

Epoch 4 87 

Epoch 5 90.05 

Epoch 6 92.5 

Epoch 7 93.88 

Epoch 8 93.02 

Epoch 9 91.92 

Epoch 10 92 

Epoch 11 93.4 

Epoch 12 94.6 

Epoch 13 95.5 

Epoch 14 95.8 

Epoch 15 96 
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Figure 7. Feature learning accuracy based on the number of epochs. 

The results also showed that feature learning error of the proposed approach decreased remarkably 

with an increase in the number of epochs. As seen in Table 4 below, feature learning error was 47.02% 

with 1 epoch, while it reached 4% in the case of having 15 epochs. Therefore, using 15 epochs is the 

optimum method to diagnose brain tumors in Table 2 and Figure 8. 

Table 2. Feature learning error of the system based on the number of epochs. 

No. of Epochs Error rate (%) 

Epoch 1 52.98 

Epoch 2 38 

Epoch 3 18.5 

Epoch 4 13 

Epoch 5 9.95 

Epoch 6 7.5 

Epoch 7 6.12 

Epoch 8 6.98 

Epoch 9 8.08 

Epoch 10 8 

Epoch 11 6.6 

Epoch 12 5.4 

Epoch 13 4.5 

Epoch 14 4.2 

Epoch 15 4 
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Figure 8. Feature learning error based on the number of epochs. 

Moreover, as demonstrated by the results, feature learning sensitivity or recall in the proposed 

system had an outstanding increase with a rise in the number of epochs, such that the sensitivity was 

47.02% in case of having 1 epoch, while it became 96% when there were 15 epochs. As a result, it can be 

stated that having 15 epochs can lead to the optimum sensitivity in brain tumor diagnosis Table 3 and 

Figure 9. 

Table 3. Feature learning sensitivity based on the number of epochs. 

No. of Epochs Sensitivity or Recall (%) 

Epoch 1 47.02 

Epoch 2 62 

Epoch 3 81.5 

Epoch 4 87 

Epoch 5 90.05 

Epoch 6 92.5 

Epoch 7 93.88 

Epoch 8 93.02 

Epoch 9 91.92 

Epoch 10 92 

Epoch 11 93.4 

Epoch 12 94.6 

Epoch 13 95.5 

Epoch 14 95.8 

Epoch 15 96 
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Figure 9. Feature learning sensitivity based on the number of epochs. 

In order to assess the performance of the proposed approach, a confusion matrix table was 

employed. Confusion matrix tables were originally developed for the purpose of image analysis. 

As shown below, every confusion matrix is generally reliant on four situations.  

a. True positive (TP): This condition involves those patients who had one of the three types 

of brain tumor or normal brain. It also predicted having the same situation.  

b. True Negative (TN): This condition involves those patients who did not have one of the 

three types of brain tumor or normal brain. It also predicted that not having the same situation.  

c. False positive (FP): This condition involves those patients who did not have one of the 

three types of brain tumor or normal brain, but the prediction showed that they had that 

situation. 

d. False Negative (FN): This condition involves those patients who had one of the three 

types of brain tumor or normal brain. It also predicted not having the same situation.  

According the employed confusion matrix and the automate system tested on 100 new MRI 

images which taken randomly different from the images dataset (25 images for each brain 

situation), it was seen that 96% of the images showed one of the three types of brain tumor or 

normal brain; therefore, the accuracy of the proposed system was TP = 96%. It was also seen that 

TN = 0, FP = 0, and FN = 4 in Table 4. 
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Table 4. The brain situations based on the confusion matrix. 

                Predicted results 

Actual results 

Has one of the three types 

of brain tumor plus a 

normal brain 

Does not have one of the three 

types of brain tumor plus a 

normal brain 

Has one of the three types of brain tumor 

plus a normal brain 
96 0 

Does not have one of the three types of brain 

tumor plus a normal brain 
4 0 

Green color: includes true positives; Blue color: includes true negatives; Orange color: includes false 

negatives; Violet color: includes false positives 

Error rate, accuracy, specificity, sensitivity, and perception were calculated according to the 

confusion matrix, as follows. 

Error rate(ERR) =
False Positive+False Negative

True Positive+True Negative+False Positive+False Negative
             (3) 

Accuracy(ACC) =
True Positive+True Negative

True Positive+True Negative+False Positive+False Negative
              (4) 

Sensitivity(SN)(Recall or true positive rate) =
True Positive

True Positive+False Negative
           (5) 

Specificity(SP) =
True Negative

True Negative+False Positive
                        (6) 

Precision(PREC)(Positive Predictive Value) =
True Positive

True Positive+False Positive
            (7) 

According to the above equations, ERR = 0.04, ACC = 0.96, SN = 0.96, SP = 0, and PREC = 1. 

It seems that ERR is reverse of ACC. 

Diagnosis the MRI images revealed that the correct predictions of normal brain situation was 

true positive (TP) in 25 new images, ependymoma was true positive in 23 images and false negative 

(FN) in 2 images, medulloblastoma was true positive in 23 images and false negative (FN) in 2 

images, and meningioma was true positive in 25 images Table 5. 

Table 5. The results of the tested images. 

Brain situation Tested images TP TN FP FN 

Normal 25 25 0 0 0 

Eependymoma 25 23 0 0 2 

Medulloblastoma 25 23 0 0 2 

Meningioma 25 25 0 0 0 
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3. Discussions 

With its broad continuum of practical uses, image classification is a process in which an input 

image is assigned a label which is chosen from a fixed set of categories. Although this process seems 

quite simple, it is one of the major issues in computer vision [13]. One of the most significant image 

classification techniques in convolutional neural networks (CNN) which is widely utilized in 

applications designed for object recognition. The efficiency of CNN can be attributed to its 

architecture which is created through different layers, including the input, convolution, pooling, fully 

connected, and output layers. For different purposes, different layouts of these layers are used to 

come up with different models [14]. 

Based on the confusion matrix, the proposed approach had an accuracy level of 96%. This level 

of diagnosis accuracy in deep CNN has been related to the fact that it integrates feature extraction 

process with feature classification process, which in turn leads to improvement in the prediction 

accuracy based on MRI images [15]. Compared to other methods and techniques, an automatic 

system that is prepared based on deep CNN method can bring about a remarkable rise in the 

accuracy of detection and classification of brain. It has also been indicated that despite requiring 

small time intervals (epochs) and employing a limited number of training samples, its performance is 

quite acceptable. Moreover, it allows a remarkable decrease in the process time [16]. 

One of the most efficient types of machine learning that has recently been introduced in deep 

learning in which learning occurs through deep-seated architectures. DNN architectures were 

developed from the same old nerve networks. The accuracy and remarkable performance of 

convolutional neural networks in different areas can be attributed to the fact that they are based on 

the input data and automatic feature engineering which enables them to perform without operators’ 

interference. Automatic feature learning from the input data happens though deep learning of a set of 

nerve-based techniques [17]. Siar and Teshnehlab studied brain tumor diagnosis through deep neural 

network and machine learning algorithm and reported that CNN has an accuracy of 98.677% in 

appropriate classification of images [17]. In the present study, the process of image classification was 

assisted by fully connected softmax layers, which can be a justification for the obtained high 

accuracy of the proposed approach. In line with the results of the present study, Siar and Teshnehlab 

concluded that softmax classifier gives the best image classification accuracy to CNN approach [17]. 

In the present study, it was observed that the feature learning accuracy of the proposed system 

increased remarkably with an increase in the number of epochs, such that feature learning accuracy 

rose from 47.02 to 96% when the number of epochs increased from 1 to 15. Therefore, the optimum 

number of epochs in the current study was found to be 15. However, different studies have reported 

different numbers of epochs to be optimum. For example, Hossain et al observed that maximum 

accuracy for both training and validation was obtained using CNN with 9 epochs [18]. 

Decreasing the number of epochs leads to under-fitting, and increasing them results in 

overfitting, causing the level of feature learning accuracy of the proposed approach to decrease 

remarkably. In case of having more epochs than the necessary number to train a neural network 

model, a large number of patterns specific to sample data are learned by the model, limiting the 

model’s capacity to perform well on new input data. In this case, although the model has a high level 

of accuracy on the training set (sample data), its accuracy on the test set decreases. In other words, 

overfitting causes the model to lose its generalization capacity over the training data [19]. 

The results of the present study also revealed that feature learning error of the proposed 
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approach decreased remarkably from 50 to 4% with an increase in the number of epochs from 1 to 15. 

To mitigate overfitting and to increase the generalization capacity of the neural network and decrease 

its feature learning error, the model should be trained for an optimal number of epochs. In order to 

assess the performance of the model following each epoch of training, the model is validated by 

dedicating a part of training data to it. The number of epochs after which the model starts overfitting 

is controlled and looked over by monitoring the accuracy and loss on the training and validation sets 

[20,21]. 

The results of the present study demonstrated that feature learning sensitivity or recall of the 

proposed system would be at the most appropriate condition in case of 15 epochs, such that any 

decrease or increase at the number of epochs would cause a decrease in its sensitivity or recall. 

Similarly, John et al reported a remarkable increase in the sensitivity of feature learning sensitivity in 

their proposed system as a result of adequate number of epochs, which obviously increases a longer 

time for the model to perform the process [22]. It has also stated that employing an adequate number 

of epochs can lead to an outstanding decrease in the model’s bias a remarkable increase in its 

sensitivity, performance, and specificity [23]. Similar to the present study, Gupta et al utilized deep 

CNN method for feature classification based on brain tumor MRI images. The results of their study 

showed that their utilized method had accuracy, sensitivity, and specificity rates of respectively 80, 

84 and 92%. As a result, they recommend their proposed method for clinical uses [24]. 

4. Conclusions 

The study indicates that the brain tumor diagnosis is the hardest diagnosis situation in 

Radiology so more than all of the other processes need auto-diagnose system. The results reveal that 

some factors have the most influences on decision making, these factors have effective role to get 

correct predictions. The factors consist of the dataset which represents as the feature bank, deep CNN 

method which involves feature extraction and classification processes together, training options 

which include the optimizer and number of epochs. The performance of Deep CNN in terms of its 

feature learning accuracy and sensitivity is highly dependent on the number of utilized epochs, which 

set to 15 in the present study. The whole automate system runtime did not subtend more than five 

minutes, representing real-time diagnosis. 

Accurate diagnosis of brain tumor MRI images is highly useful in clinical diagnosis, in turn 

rising the patient’s lifetime. In this regard, deep CNN is one of the most significant and effective 

models that can be employed in automated tumor diagnosis, with the classification capacity of 

hundreds of images per second. Therefore, radiologists are highly recommended to have working 

knowledge of deep CNN in order to be able to utilize these tools for clinical purposes. 
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