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Abstract: Background and Objective: Voice disorders are pathological conditions that directly affect 

voice production. Computer based diagnosis may play a major role in the early detection and in 

tracking and even development of efficient pathological speech diagnosis, based on a computerized 

acoustic evaluation. The health of the Voice is assessed by several acoustic parameters. The exactness 

of these parameters is often linked to algorithms used to estimate them for speech noise identification. 

That is why main effort of the scientists is to study acoustic parameters and to apply classification 

methods that achieve a high precision in discrimination. The primary aim of this paper is for a meta–

analysis on voice disorder databases i.e. SVD, MEEI and AVPD and machine learning techniques 

applied on it. Materials and Methods: This field of study was systematically reviewed in compliance 

with PRISMA guidelines. A search was performed with a set of formulated keywords on three 

databases i.e. Science Direct, PubMed, and IEEE Xplore. A proper screening and analysis of articles 

were performed after which several articles were also excluded. Results: Forty-five studies that fulfills 

the eligibility criteria were included in this meta-analysis. After applying eligibility criteria on the peer 

reviewed and research article and studies that were published in authentic journals and conferences 

proceedings till June 2020 were chosen for further full-text screening. In general, only those articles 

that used voice recordings from SVD, MEEI and AVPD databases as a dataset is included in this meta-

analysis. Conclusion: We discussed the strengths and weaknesses of SVD, MEEI and AVPD. After 

detailed analysis of the studies including the techniques used and outcome measurements, it was also 

concluded that Support Vector Machine (SVM) is the most common used algorithm for the detection 

of voice disorders. Other than was also noticed that researchers focus on supervised techniques for the 

clinical diagnosis of voice disorder rather than using unsupervised techniques. It was also concluded 

that more work needs to be on voice pathology detection using AVPD database. 
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1. Introduction  

Speech problems are linked to negative effects on quality of life, significant indirect costs of 

speech-related work, short-term demands and projections of costs of primary health care 

approximately $5 billion a year all over the world [1]. Dysphony diagnosis may include medical 

therapy, surgery, and/or speech therapy. Speech therapy can either be used as the primary mode, as an 

alternative to or as a medium for treatment assistance. Voice therapy in patients with muscles tension 

dysphony and benign phono-traumatic vocal fold lesions, degeneration of the vocal folds associated 

with age, disorders of the neurons (incl. Parkinson's disease) and disorders of the voice associated with 

reflux was shown to be effective. To date, most studies of voice therapy have been carried out in 

university tertiary voice clinics, whereas further studies on use of speech therapy have been conducted 

by otolaryngologists who are subject to bias recall [1]. In what is perceived as a' normal voice' there is 

a huge variation. It is problematic to determine its essential properties because a continuum exists 

between a normal and a disordered voice. A normal voice is essentially in quality unnoticeable and 

allows sufficient communication and unnecessary effort or inconvenience. Hoarseness is a word that 

describes an abnormal, harsh, breathy, weak or strained voice quality. A voice problem or dysphony 

can be defined by structural or functional anomaly of the voice mechanism as any impaired, limited or 

restricted activity or participation in (world health organization) [2]. Vocal production of the voice may 

be specified by fundamental frequency, intensity, vibration and vocal intonation according to its vocal 

parameters. The perceptional correlates of frequency are known as pitch or subjective level sensations 

that are appropriate for age and sex and are known as loudness or subjective noise sensations that are 

suitable for the environment. [3]. A person's voice displays these features as gender, age, emotional 

state and cultural heritage [4]. This represents individual identity and makes it possible to differentiate 

between individuals. The voice represents different aspects of the individual's physical, social, cultural 

and psychological development at different stages of life infancy, puberty, adulthood and aging [5]. A 

good voice satisfies the professional and/or personal needs of the individual of full, and is held 

comfortable in a person's life. Expression quality may be affected by hormonal changes, asthma, 

disease, blood vessels, neurology and emotional disorders, operations or other general health-related 

factors [3]. There are however no universal criteria to determine the characteristics and limits of a 

normal voice and certain shifts in voice during a vocalization are anticipated and socially acceptable. 

But some developments cannot be as indicators of social or emotive expression, despite taking such 

changes into account. Such changes are then called dysphonia [4]. Voice disorders manifest in various 

ways, including the presence of sensory and auditory symptoms, deviations in vocal quality and 

functional and/or structural laryngeal changes that may involve behavioral and/or organic factors 

associated with their genesis and maintenance [5]. These disorders can have a negative impact on the 

patient's quality of life, compromising social, emotional, and work-related situations [6,7]. Patients with 

voice disorders may experience various symptoms, of which hoarseness, sore throat, vocal fatigue, and 

throat clearing are the most common. These symptoms may be associated with intense voice use, upper 

respiratory tract infections, stress, and smoking [8]. Because manifestation of a voice disorder is 

multidimensional, its assessment must include a variety of factors, including perceptual voice 
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assessment, visual laryngeal inspection, acoustic analysis, aerodynamic assessment, and vocal self-

assessment [9]. Voice Pathology disorders can be detected using the classification tools for computer 

helped voice pathology. Language pathology recently focused on the techniques of machine learning. 

These tools can early diagnose and offer adequate treatment for voice pathologies. Clinical voice 

pathology is detected by several procedures, including acoustic analysis. Voice disorder services are 

available for the study of the auditory behavior of voices suffering from different forms of vocal 

disabilities in hospitals as much as in electronic voice disorder detection systems. The assessment of 

pain, such as dysphonia, is an essential factor of the medical evaluation and treatment of man's voice. 

In addition to larynx and vocal fold endoscopic testing, visual and acoustic measurement techniques 

are crucial components in the clinical evaluation of dysphonia. It consists of the calculation, in 

compliance with SIFEL Recommendations [10] Edicts and Phoniatrics, following the instructions of 

the Phoniatrics Committee of the European Society of Laryngology to identify certain modifications to 

the vocal tract, the relevant parameters obtained from the voice signal. It is, in contrast to other medical 

tests, a non - invasive clinical trial by direct observation of vocal folds, for example [11,12]. For medical 

diagnosis, the use of classifier systems slowly increases. The development of specialist networks and 

decision support (DSS) technologies for medical applications has led to the recent advancement in the 

field of artificial intelligence. Expert systems and various artificial detection intelligence methods had 

the ability to be good medical devices. Classification systems may contribute to the increase in 

precision, accuracy and reliability of diagnosis and the reduction of possible errors [13]. 

The first database that is used in this review is Saarbruecken Voice Database (SVD) [14]. A 

collection of voice recordings by over 2000 people. 1) Vocal registration [I a, u] produced at standard, 

high and low pitches. The truth was recorded in a recording session. 2) Vocal documentation of 

increasing pitch [I a, u]. 3) Recording of the phrase'' Good morning, how do you like it?''(' How are 

you, good morning?'). The voice signal and the EGG signal were stored in individual files for the 

specified components. The database has text file includes all relevant information about the dataset.  

Those characteristics make it a good choice for experimenters to use. All recorded SVD voices were 

sampled with a resolution of 16-bit at 50 kHz. There are some recording sessions where not all vowels 

are included in each version, depending on the quality of their recording. The' Saarbruecken Voice 

Server' is available via this web interface. It contains multiple internet pages which are used to choose 

parameters for the database application, to play directly and records and pick the recording session files 

which are to be exported after chosen desired parameter from SVD database. 

The second database that is used in this review is Massachusetts eye and ear infirmary (MEEI) [15]. 

Contains over 1,400 vocal tests of the long vowel / a/ and the first portion of the Rainbow passage, 

created by MEEI Voice and Speech Lab. It has been sold in two distinct surroundings by Kay 

Elemetrics [16]. The sampling frequency was 50 kHz, while the response frequency for normal 

samples was 25 kHz or 50 kHz, respectively. It is used in most voice pathology detection and 

classification experiments although the different conditions and sound levels used to capture normal 

and pathological voice have many drawbacks. In this collection, some tools, such as stroboscopy, 

auditory aerodynamics and physical neck and mouth tests, were used to assess speech disorders (this 

information was provided by Kay Elemetrics). 

The third database that is used in this review is Arabic voice pathology database (AVPD) [15]. 

Samples of words and voices were recorded at various sessions in King Abdul Aziz University Hospital 

in Riyadh, Saudi Arabia, Communication & Swallowing Disorders Unit. In a sound treatment room, a 

standard recording protocol was used to collect voices of the patient by experienced phoneticists. The 
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database protocol has been developed to prevent specific MEEI data base deficiencies [17]. The AVPD 

provides records of long-standing vowels and voice folding disorders, coupled with the same records 

of regular speakers. After a laryngeal stroboscope has been clinically checked, pathological vocal folds 

have been identified. In the case of anatomy, the perceptive degree of voice disorders was calculated 

at a scale of 1–3, the most severe is 3. The gravity ranking of each sample was focused on the category 

of three medical experts. The texts are different: (1) three long-lasting vowels with initial details and 

offset details; (2) single Arabic and several common words; and (3) continuous speech. The chosen 

text has been specifically selected over all Arabic phonemes. Most speakers have reported three 

utterances of each vowel: /a/, /u/ and /i/. Just once single words and repetitive speaking were recorded 

to discourage patients from overloading them. For both normal and disease samples in AVPD, the test 

frequency is 50 kHz 

This paper provides a meta-analysis of the relevant research articles that are directly targeting 

voice disorders and the databases use for the detection and the machine learning techniques used for 

the detection as explained in figure 1. This aim of this review is to investigates, summarizes, analyzes 

and discussions of a series of research articles regarding their details, finding and accuracy. Our 

research based on research papers from databases such as PubMed, IEEE Xplore and ScienceDirect, 

till June2020. In this paper, we primarily aim to assess the current efficacy of various methods of 

machine learning used to detect voice disorders and to explore the development, shortcomings and 

problems that have been made, as well as future research needs. To the best of our knowledge this is 

the first literature review that covers all three most popular databases i.e. SVD [14], MEEI [15] and 

AVPD [15] available for voice disorders. The important contributions of this paper are: 

• Meta-analysis on the detection of voice disorder using SVD [14], MEEI [15] and 

AVPD [15] databases. 

• Review outcomes and accuracy of 45 relevant articles. 

• Identify the gap for research in this field. 

The arrangement of this paper is organized as follows. Section 1 provides a short introduction of 

voice disorders and databases we have targeted. Section 2 provides the methodology used to conduct 

this review of the literature. The finding of this systematic assessment is mention in Section 3 of this 

paper. Section 4 deals with our main research concerns. This conclusion of this whole paper is provided 

in section 5 with restrictions, research gaps and recommendations for further investigations. 

2. Methodology 

2.1. Search strategy and database information and source 

The population, intervention, comparison and outcome bases method (PICO) [18] was considered 

for this meta-analysis. The search strategy was set up according to PICO:  

• P = (Population) = people with voice disorders 

• I = (Intervention) = detection with data given in the form of voices. Here data 

extraction is done from SVD [14], MEEI [15] and AVPD [15]. 

• C = (Comparison) = different Machine learning algorithms 

• O = (Outcome) = report accuracies and compare them. 

 

javascript:;
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A set of search strings was generated with the Boolean operator combining suitable synonyms and 

alternate terms: AND restricts and limits the quest and OR expands and extends the search [18]. With 

help of these Boolean operators the search term was formulated as: (voice disorder) AND 

(SVD/MEEI/AVPD) AND ("computer vision" OR "neural network" OR "artificial intelligence" OR 

"pattern recognition" OR "machine learning"). Peer-reviewed publications have been searched in 3 big 

databases: PubMed, IEEE Xplore and ScienceDirect. Search was restricted in ScienceDirect to review 

articles, research articles, conference abstracts, correspondences, data articles, discussions, case reports. 

All three databases have been searched till June 2020. The set of keywords were formulated that have 

been used to perform search in these databases. We searched these three databases three different time 

for each dataset we have target in our meta-analysis. The search results were in PubMed (n = 12), IEEE 

Xplore (n = 19) and ScienceDirect (n = 103). The total number of search results were (n = 134) when 

the initial searched was performed. Total included studies are 45 and this whole process has been 

explained in the figure 2 flowchart. The total number of each database used is for SVD (n = 20), MEEI 

(n = 31), AVPD (n = 6) and it has been represented in figure 1. With the help of pie chart. It can be 

seen from pie chart that MEEI is the most used database for voice pathologies detection.  

Using the endnote web system, search results were stored and organized and a table of data 

extracted from every selected paper was created. For articles deemed to be potentially eligible, full 

texts were uploaded into the Endnote web (by Clarivate Analytics). The first search applied the search 

terms for each selected database and included the full document in both journals and conferences. 

Thousands of irrelevant findings have returned from this procedure, and therefore a decision is made 

to limit the search on the title and the type of content of the document. Further study is determined by 

reference to the sources of the related studies found. After collecting primary search studies, we 

scanned the titles and the abstract for the relevant studies. An ongoing investigation has been carried 

out with a complete text to assess the relevant studies. 

 

Figure 1. This pie chart represents no. of studies. 

2.2. Eligibility criteria 

This study focused on peer reviewed articles that used machine learning to recognize voice 

disorders in voice recordings as it’s described in figure 2. In fact, we concentrated mostly on the related 
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research papers with respect to these criteria in order to understand the problem through machine learning 

or implementation. This only includes articles that solely used voice recordings from SVD [14], MEEI [15] 

and AVPD [15] database to detect voice disorder. The second criterion is to ensure that the selected research 

papers use approaches based on machine learning. The criteria eliminated any papers that do not 

include machine learning or an algorithm in which the disease is defined. This also excludes papers 

solely based on a qualitative examination and not analyzed on basis of accuracy and quantitative 

analyzes. The third criterion notes that the research papers chosen also include image detection software 

for disease. The criteria showed the accuracy of machine learning and its techniques applied in all 

selected article that are quantitatively reviewed published. In order to report irrelevant research papers, 

the inclusion and exclusion criteria were used. This examination paper outlines the inclusion and 

exclusion criteria used: 

Inclusion Criteria: 

• Research articles based on voice recordings as a data in order to predict the disorder. 

• Studies that use any of the following: SVD [14], MEEI [15] and AVPD [15] database 

• Research article consisting of machine learning techniques. 

• Articles consists of voice filtering and segmentation techniques or an application or any software 

in order to detect the disease through voices. 

• All articles are in the language of English. 

• In either a journal or a conference proceeding published story is included. 

Exclusion Criteria: 

• Research article that do not include voice recordings as a data were excluded.  

• Studies that didn’t use SVD [14], MEEI [15] and AVPD [51] database. 

• Research articles that do not use any machine learning.  

• Articles that do not use voice filtering and segmentation are excluded.  

• Research which have not been written in English. 

• Research that were not included in any journal or conference proceedings. 

3. Results 

3.1. Identification of studies 

From table 1 we can observe that all the selected and screened stories are in between 2002 to 2020. 

But most of the publications are from last five years which can be observed in figure 3 which proves 

that detection of voice disorders through machine learning techniques and to apply them in clinical 

setting is the area of interest for most of the researchers. 

In table 1, it has been observed that SVM is the most used algorithm for the diagnosis of voice 

disorders in all three datasets. In our lives today the recognition of voice disorders plays an important 

role. Many of these disorders should therefore be treated until they progress to a critical condition at 

an early stage of incidence. SVMs have become a popular tool for discriminatory labeling. Speech 

synthesis is a promising field for recent SVM applications [64]. 
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Figure 2. PRISMA Flowchart. 

 

Figure 3. Scatter plot of publication year of databases.
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Table 1. Summary of the 45 selected studies with data extraction. 

No Author/Year ML technique/Classifier Feature Selection/Filter Overall Accuracy Overall Sensitivity Overall Specificity 

SVD Dataset 

1.. A. Al-Nasheri et al. /2017 [19] SVM peak, lag, entropy/eight band pass filter 99.53% 91.22% 94.27% 

2. Al-Nasheri et al./2017 [20] SVM MDVP parameters 99.68% NA NA 

3. Al-Nasheri et al./2017 [21] SVM Eight frequency bands using correlation 

functions 

90.97% NA NA 

4. Zulfiqar Ali et al./2017 [22] GMM MFCCs 80.02% 71.0%–84.7% 70%–76.6% 

5. Fonseca et al./2020 [23] SVM SE, ZCRs, SH 95% NA NA 

6. Garcia et al./2019 [24] Gaussian Mixture Regression GBR scale NA NA NA 

7. Guedes et al./2019 [25] DLN (LSTM; CNN) PCA 80; 78;66; 67;63; 66 80;78;66; 67;63; 66 80; 80;67; 67;69; 71 

8. Hammami et al./2020 [26] SVM HOS; DWT 99.3%; 93.1% 96.4%; 92.8% 99.4%; 93.3% 

9. Panek et al./2016 [27] K-Means Clustering PCA 100% NA NA 

10. Moon et al./2018 [28] LR DT RF SVM DNN HOS and DEO 82.77%;80.25%;84.87

%;86.13%;87.4% 

NA NA 

11. Ezzine et al./2018 [29] ANN SVM glottal flow features 99.27%;98.43% NA NA 

12. Markaki et al./2009 [30] RBF Kernal with SVM Mutual Information b/w subjective voice 

quality and computed features 

94.1% NA NA 

13. Markaki et al./2011 [31] SVM mutual information p/w voice classes 

(normophonic/dysphonic) 

94.1% NA NA 

14. Miramont et al./2020 [32] SVM CPP, SDNPCV, NPCV, HNR,Noise Level, 

D2 (10, 25),Shimmer, and K2 (6, 25). 

86.53% NA NA 

15. Muhammad etal. /2017 [33] SVM Glottal source excitation 93.2 ± 0.01 94.3 92.3 

16. Shia et al. /2017 [34] FFNN DWT 93.3% NA NA 

17. Kadiri et al./2020 [35] SVM Glottal source features and MFCC 76.19% NA NA 

18. Zhang et al./2020 [36] DNN Pitch extraction and line spectrum pair NA NA NA 

continued on next page 
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No Author/Year ML technique/Classifier Feature Selection/Filter Overall Accuracy Overall Sensitivity Overall Specificity 

19. Teixeira et al./2018 [37] SVM Jitter, shimmer and HNR, MFCC 71% NA NA 

20. Teixeira et al./2017 [38] MLP-ANN Jitter, shimmer and HNR 100%(female);90%(m

ale) 

NA NA 

MEEI Dataset 

1. A. A. Dibazar et al. /2002 [39] HMM me1 frequency filter 99.4% with E = 8% NA NA 

2. A. Al-Nasheri et al. /2017 [19] SVM peak, lag, entropy/eight band pass filter 99.54% 99.96% 99.96% 

3. Akbari et al./2014 [40] MC-LDA; ML-NN wavelet packet- based features 96.67% NA NA 

4. Al-Nasheri et al./2017 [20] SVM MDVP parameters 88.21% 88.90% 89.21% 

5. Al-Nasheri et al./2017 [21] SVM Eight frequency bands using correlation 

functions 

99.80% NA NA 

6. Zulfiqar Ali et al./2016 [41] GMM Estimation of Auditory Spectrum and 

Cepstral Coefficients 

99.56% NA NA 

7. Zulfiqar Ali et al./2017 [22] GMM MFCCs 94.6% 94.7%–99.1% 50.9%–94.5% 

8. Amami et al./2017 [42] SVM DBSCAN and MFCCs 98% NA NA 

9. Londono et al./2010 [43] HMM MFCCs 82.1472.2 81.1373.6 83.3373.4 

10. Arjmandi et al./2011 [44] 1)QD classfier 2)NM 

classifier 3)Parzen Classifier; 

KNN; SVM; ML NN 

MDVP parameters 78.9%;87.20%;85.50

%;88.86%;89.29%;8

8.7% 

88%;70.9%;73.5%;7

8.30%;82.25%;83% 

66%;97%;93.85%;9

6.17%;94.3%;85.1% 

11. Barreira et al./2020 [45] Gaussian Naïve Bayes HASS-KLD, H-KLD, MFCCs, Sample 

skewness 

99.55% 100% 98% 

12. Francis et al./2016 [46] ANN MMTLS 96.48% NA NA 

13. Cordeiro et al./2017 [47] SVM, GMM, DA MFCC, LSF 98.7% NA NA 

14. Cordeiro et al./2018 [48] SVM RPPC 94.2% NA NA 

15. Fang et al. /2019 [49] DNN SVM GMM MFCCs 99.14 ± 1.9%;98.28 ± 

2.3%;98.26 ±1.8% 

NA NA 

16. Muhammad et al. /2013 [14] SVM MPEG-7 low level audio feature 99.994% ±0.011 1 0.999 

Continued on next page 
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No Author/Year ML technique/Classifier Feature Selection/Filter Overall Accuracy Overall Sensitivity Overall Specificity 

17. Muhammad et al. /2013 [50] SVM VTAI Feature Extraction 99.02% ± 0.01 99.8% ± 0.02 97.5% ± 0.04 

18. Ghasemzadeh et al. 2015 [51] GA and LDA with SVM Nonlinear features 98.4% 99.3 ± 1.2 94 ± 5.7 

19. Llorente et al./2009 [52] MLP-NN MFCCs 96 ± 1.3 0.99 0.82 

20. Hariharan et al./2013 [53] LS-SVM; kNN PNN; CART Wavelet packet transform based 

energy/entropy 

92.24 ± 0.24;89.82 ± 

0.28;89.54 ± 

1.34;86.97 ± 0.20 

93.02 ± 0.33;91.96 ± 

0.56;90.62 ± 

2.46;87.71 ± 0.28 

91.49 ± 0.22;87.89 

± 0.43;88.59 ± 

0.47;86.27 ± 0.42 

21. Ezzine et al./2018 [29] ANN SVM glottal flow features 93.6%,93.57% NA NA 

22. Mahmood /2019 [54] Naïve Bayes ANN SVM RF MFCC 72.70%,93.72%,99.78

%,99.91% 

NA NA 

23. Mekyska et al./2015 [55] SVM RF spectra, inferior colliculus coefficients, 

bicepstrum, approximate entropy, 

empirical mode decomposition 

99.9 ± 0.4 

100.0 ± 0.0 

99.8 ± 0.5 

100.0 ± 0.0 

99.9 ± 0.7 

100.0 ± 0.0 

24. Miramont et al./2020 [32] SVM CPP, SDNPCV, NPCV, HNR, Noise Level, 

D2 (10, 25), Shimmer, and K2 (6, 25). 

87.06% NA NA 

25. Muhammad et al. /2014 [56] SVM MPEG-7 feature 99.994% 1 0.999 

26. Muhammad et al. /2017 [33] SVM Glottal source excitation 99.4 ± 0.02 99.4% 98.9% 

27. Nayak et al./2005 [57] ANN DWT coefficients as a feature vector 80–85% NA NA 

28. Henriquez et al./2009 [58] NN first- and second- order Rényi entropies, 

correlation entropy, correlation dimension 

99.69% NA NA 

29. Salehi et al./2015 [59] SVM Parametric wavelet by adaptation wavelet 

transform 

98.30% NA NA 

30 Lechon et al./2006 [60] MFCC NN 89.6 ± 2.49% NA NA 

31. Travieso et al./2017 [61] HMM; Linear SVM; Kernal 

SVM 

Nonlinear Dynamic Parameterization 93.55 ± 3.24;96.73 ± 

3.42;99.87 ± 0.39 

NA NA 

AVPD Dataset 

1. A. Al-Nasheri et al. /2017 [19] SVM peak, lag, entropy/eight band pass filter 96.02% 91.22% 94.27% 

Continued on next page 



                                                                                         7968 

Mathematical Biosciences and Engineering                                                                                      Volume 17, Issue 6, 7958–7979. 

 

No Author/Year ML technique/Classifier Feature Selection/Filter Overall Accuracy Overall Sensitivity Overall Specificity 

2. Al-Nasheri et al./2017 [20] SVM MDVP parameters 72.53% NA NA 

3. Al-Nasheri et al./2017 [21] SVM Eight frequency bands using correlation 

functions 

91.16% NA NA 

4. Zulfiqar Ali et al./2017 [22] GMM MFCCs 83.6% 67.9%–7.8.4% 75.9%–89.74% 

5. Mesallam et al./2017 [62] SVM GMM VQ HMM MFCC 93.6%,91.6%,90.3%,

88.9% 

NA NA 

6. Muhammad et al. /2017 [33] SVM Glottal source excitation 91.5 ± 0.09 92.2% 91.1% 

ANN = Artificial Neural Network, CART= Classification and Regression Tree, CNN = Convolutional Neural Network, DA = Discriminant analysis, DBSCAN 

= Density Based Spatial Clustering of Applications with Noise. DEO = Differential Energy Operator, DLN = Deep Learning Network, DNN = Deep Neural 

Network, DT = Decision Tree, DWT = Discrete Wavelet Transform, FFNN = Feed Forward Neural Network, GA = Genetic Algorithm, GMM = Gaussian 

Mixture Model, HASS-KLD = Higher amplitude suppression spectrum Kullback–Leibler divergence, H-KLD = Histogram Kullback–Leibler Divergence, 

HMM = Hidden Markov Model, HNR = Harmonic to Noise Ratio, HOS = High Order Statistics features, KNN = K-Nearest Neighbor Classifier, LDA = Linear 

Discriminant analysis, LR = Logistic Regression, LSF = Line spectral frequencies, LTSM = Long Short Term Memory, MC-LDA = Multi-Class Linear 

Discriminant Analysis, MDVP = Multidimensional Voice Program parameters, MFCCs = Mel-frequency cepstral coefficients, ML-NN = Multilayer Neural 

Network, MMTLS = Modified Mellin Transform of Log Spectrum, NA = Not Available, NM = Nearest Mean Classifier, NN = Neural Network, PCA= Principal 

Component Analysis, PNN = Probabilistic Neural Network, QD = Quadratic Discriminant Classifier, RF = Random Forest, RPPC = Relative Power of the 

Periodic Component, SE = Signal Energy, SH = Signal Entropy, SVM = Support Vector Machine, VQ = Vector Quantizer, VTAI = Vocal Tract Area 

Irregularity, ZCRs = Zero-Crossing Rates.
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Support Vector Machine (SVM) is an old classification approach and has shown great scientific 

interest, especially in the fields of machine classification, regression and learning. SVM with the 

known classes associated. This is defined as filtering or extraction of features. Even if no prediction 

of unknown samples is necessary, function selection and SVM classification have been used together. 

They may be used to define main sets that take part in the class differentiation process. The SVM 

maps the entrance space to a large area. The SVM could determine the border of areas belonging to 

both classes by calculating an optimal hyperplane separation. The hyperplane is chosen to maximize 

the distance between the nearest samples of workouts. Initially, SVM models have been defined to 

categorize linear classes. Because the area of characteristics is large, the function characteristics for 

finding the separation hyperplane cannot be used directly. The characteristic function is used to 

compute non-linear mapping using special non-linear functions known as the kernel. The Kernel has 

the advantage of working in the input area where the weighted sum of the kernel function evaluated 

by support vectors can be used to solve the classification problem. By using different kernel 

functions, the SVM algorithm can create a range of learning machines. SVM tends to have a far 

better accuracy and give promising results then artificial neural network [63]. SVM (support vector 

machines) have become a common tool for classification, regression or novelty recognition machine 

learning tasks. They demonstrate good performance in general terms on many real questions and the 

method is logically inspired. The design of the learner machine does not have to be sought through 

experimentation [66]. There are very few free parameters. While SVMs are extremely powerful 

classifiers utilizing non-linear kernels, there are some downsides to this: 1). To find the best model, 

various kernel configurations and model parameters must be tested; 2). Training can be very long, 

particularly if there are many features or examples in the data set; 3). It is difficult to understand 

their inner workings because the underlying models are based on complex mathematical structures 

and their findings are difficult to interpret. For eg, the selection of the features with all available data 

and the subsequent testing of classifier training yield a positive error estimate [65]. 

 

Figure 4. Bar graph representing overall accuracy of SVM algorithm used in SVD with 

different features. 
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Figure 5. Bar graph representing overall accuracy of SVM algorithm used in MEEI with 

different features. 

 

Figure 6. Bar graph representing overall accuracy of SVM algorithm used in AVPD with 

different features. 

In figure 4, 5, and 6 a quantitative analysis has been carried out that shows that importance of 

SVM. SVM is the algorithm that has been widely used in the detection of voice disorders. For many 

years SVM and its application in the area of medical has been the topic of research for many 

researchers. SVM is the preference of scientist as a machine learning algorithm because of its best 

accuracy outcomes. In figure 4, 5, and 6 it has been observed that with variation in features 

different accuracies has been evaluated with SVM as a common algorithm in SVD [14], MEEI [15] 

and AVPD [15] database. 
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Figure 7. Bar graph representing overall accuracy of multiple algorithms used in SVD. 

 

 

Figure 8. Bar graph representing overall accuracy of multiple algorithms used in MEEI. 
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Figure 9. Bar graph representing overall accuracy of multiple algorithms used in AVPD. 

In figure 7, 8, and 9 a quantitative analysis has been carried out between other algorithms in all 

selected databases. It has been observed that other than SVM, there are some algorithms that are 

resulted in good accuracies. For example, in graph 5 of SVD, Zulfiqar Ali et al. [22], GMM is used 

and the resulted accuracy is 80.02% with sensitivity 91.22% and specificity 94.27%. A Gaussian 

mixture model (GMM), as a weighted sum of Gaussian elements, is a parametric probability density 

function. GMMs are commonly used as a parametric model to distribute the probability in continuous 

measurements or characteristics in a biometry system, such as spectral related vocal-tract 

characteristics in a speech recognition system. The GMM parameters can be estimated from training 

data based on a well-qualified pre-model iterative EM or Maximum Posteriori (MAP) estimation [67]. 

In Moon et al. [28], Random Forest algorithm is used to detect voice disorders and the resulted outcome 

is 84.87% accuracy however overall sensitivity and specificity were not reported. RF is a series or 

community of classification trees and regression trees [68] which is trained in datasets of the same 

scale as the training set, called bootstraps. Once a tree is developed, bootstraps are used as test set 

which do not contain any specific record of the original (out - of-bag (OOB)) samples. The OOB 

estimate of the generalization error is the error rate of classification in all test sets. In 1996 [69] 

Breiman found that an OOB mistake is correct with a test set of the same size as that for the bagged 

classifiers. It removes the need for a different test set with the OOB calculation. In SVD, the highest 

reported accuracy of is 99% [20]. After SVM, GMM [22,24] and RT [29], convolutional neural 

network used in the detection of voice disorder and resulted in good outcome. A class that is influential 

in various computer vision tasks, Convolutional neural network (CNN) is attracting interest through a 

range of domains, including radiology. CNN is designed to learn spatial hierarchies through numerous 

building blocks, including cooling layers, bonding layers and fully connected layers, automatic and 

adaptive context propagation. [70]. CNN is a deep learning method that is commonly used for solving 

difficult problems. CNN is a deep learning solution. This overcomes the limitations of traditional 

machines [71]. In [25] CNN is used and the reported accuracy is 78%. 

In figure 8 of MEEI, Naïve Bayes [54] has the lowest reported accuracy which is 72.70%. Other 
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than Naïve Bayes, algorithms like HMM [39,43], LDA [40], GMM [22,41,49], RF [54], PNN [53], 

KNN [53], 

ANN [49,29] all have accuracies ranging in between 90% to 100%, which is again considered as 

the good reported outcome in terms of accuracy. 

SVD [14], MEEI [15] and AVPD [15] databases are the center focus of this meta-analysis. Table 

2 contain the basic differences in between all three databases which include their language, location, 

sampling frequency and the text that has been recorded.  

Table 2. Comparative chart of SVD [61], MEEI [1] and AVPD [1] database. 

Comparative 

Characteristic 

SVD MEEI AVPD 

language German English Arabic 

Location Saarland 

University, 

Germany 

Massachusetts Eye & 

Ear Infirmary (MEEI) 

voice and speech 

laboratory, USA 

King Abdul-Aziz 

University 

Hospital, Saudi 

Arabia 

Sampling frequency 50 KHz 10 KHz 

25 KHz 

50 KHz 

48 KHz 

Text - Vowel /a/ 

-Vowel /i/ 

-Vowel /u/ 

-sentence 

-Vowel /a/ 

-Rainbow passage 

-Vowel /a/ 

-Vowel /i/ 

-Vowel /u/ 

-Al-Fateha 

-Arabic digits 

-Common words 

 

In pathology evaluation, perceptual severity has a major role to play, which either in SVD or MEEI 

repositories is not accessible. A confusion matrix provides information on honestly and incorrect 

categorized topics in an automated disturbance detection system. The cause for misclassification can be 

calculated by the perceptual severity of this structure. Automatic systems can at times not differentiate 

between typical abnormal subjects and relatively severe ones. This is why the perceptive severity in the 

AVPD is also taken into account in grades 1–3, in which 3 is a highly severe speech disorder. In 

comparison the typical AVPD participants are reported in the same state as those used for the 

pathological subjects following the clinical assessment [76]. A clinical examination of standard MEEI 

topics is not conducted although the history of the speech problem is incomplete [72]. No such 

information is provided in the SVD database. In AVPD, according to the MEEI database, all normal 

and pathological specimens are recorded at a single AVPD sampling frequency. Deliyski et al. 

concluded that the precision and the efficiency of the acoustic analysis is affected by the frequency of 

the sampling [73]. However, there is a vowel in the MEEI database and three vowels are registered in 

the AVPD. While three vows are also recorded in the SVD, they are only reported once. In the AVPD, 

three vowels are repeatedly reported, as some studies have suggested to model the intraspeaker 

variability for more than one single sample of the same vowel [74,75]. The total length of the reported 

study, that is 60 seconds, is another important feature of the AVPD. By regular as well as disordered 

individuals any text reported in an AVPD is of the same duration. Between normal and pathologic 
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topics, the recording times in the MEEI database vary. In comparison, the connected language 

(sentence) duration in the SVD database is only 2 seconds, which is not enough to build an automatic 

speech detection system. In addition, the SVD database cannot be used for a text-independent system. 

The AVPD is 18 seconds long on average and comprises seven sentences. The length of Al-Fateha speech 

is 18 seconds and it is segmented into two components to develop text-independent structures [76]. 

4. Discussion 

After detailed quantitative analysis it has been noticed that only one unsupervised technique is 

used and that is only in SVD in Panek et al. /2016 [27] and its resulted accuracy is up to 99% although 

resulted sensitivity and specificity is missing. Other than no researcher has used any unsupervised 

technique for voice pathology detection. The validation of PCA by k-mean clustering and cross 

validation loses 10% signal (the variance of 90%) from the initial vector of the feature and produces 

worse results than the analysis by the original 28 vectors of functionality. In comparison with the 

results for women, the analysis based on kPCA included all the pitches analyzed showed the most 

accurate evidence of patient's health and condition. The analogous analysis of male recordings showed 

100 % accuracy for 28 feature vectors and for the relevant number of key components for each pitch 

and kPCA result for each vowel. The k-means algorithm provides perfect separation of data for male 

recordings, which is the opposite of the female analysis using 28 parameters and PCA. This question 

was coped to and 99% of the classification accuracy from the kPCA analytics, which are non-linear 

data transformation. This indicates that the isolation of data in linear fashion was not adequate. In 

addition, k-means algorithm is presented as artifacts allocated by distance to the closest cluster. [27], 

though it is been suggested that researchers should focus more unsupervised techniques and evaluate 

these databases. 

Tissue diseases, systemic changes, mechanical stress, surface discomfort, change in tissue, 

changes in neurology and muscle, and other factors [53] can cause Voice disease. The agility, strength 

and form of Vocal folds, resulting in abnormal noise and reduced acoustic tone, was affected by the 

vocal pathology. Subjective and objective evaluations of vocal problems have been approached until 

now [78]. The first group (subjective assessment) is the auditory and visual analysis of vocal folds in 

a hospital [77]. The first is a subjective assessment. The second category (target evaluation) is focused 

on automatic computer-based processing of acoustic signals to measure and identify the underlying 

vocal pathology, which may not even be detected by a human [62]. Therefore, this type of assessment 

is inherently non-subjective. Within reality, voices can now easily be captured and stored globally via 

cloud technologies using many intelligent devices. Many libraries have been commonly used by 

researchers for the objective assessment of speech pathology. The Massachusetts Eye and Ear 

Infirmary (MEEI) [15], the Saarbrücken Voice Database (SVD) [14], and the Arabic Voice Pathology 

Database (AVPD) [15]. In the repositories there are also some pitfalls. For example, certain bases are 

highly uniformly distributed within stable and unhealthy groups, and datasets provide troubling 

differences in the number of samples per type of pathology (e.g. there are fewer than 3 as more 

pathologies in the database). Some repositories do not have details on the severity of disease or on 

pathology symptoms during phonation, so some of the samples may seem safe, despite being called 

pathology and vice versa. Not to mention that more than 1 type of pathology is used to label documents 

and it is particularly challenging to incorporate or delete samples in different language [77]. 

Talking about the limitation of this systematic review, we cannot deny the fact of lower number 
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of included publications. Secondly those articles were selected which were published in English 

language, which can restrict the portrayal of work from non-English speaking countries and limit the 

generalizability of the results. Thirdly, there's a big possibility that search strategy for this review may 

have missed some relevant studies, since the studies which were published in conference proceedings 

were avoided mostly.  

5. Conclusion 

We discussed the strengths and weaknesses of SVD, MEEI and AVPD. After detailed analysis of 

the studies including the techniques used and outcome measurements, it was also concluded that 

Support Vector Machine (SVM) is the most common used algorithm for the detection of voice 

disorders. The amount of work done in this field concluded that clinical diagnosis voice disorders 

through machine learning algorithms have been the area of interest for most researchers. Other than 

was also noticed that researchers focus on supervised techniques for the clinical diagnosis of voice 

disorder rather than using unsupervised techniques. The identified gap that researchers should also 

focus more on unsupervised techniques in future so the analysis can be made based on their results that 

which provides the best outcomes and results. The second identified gap is that more work needs to be 

done on the AVPD database to evaluate its data with more feature extraction. 
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