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Abstract: Most current automatic summarization methods are for English texts. The distinction
between words in Chinese text is large, the types of parts of speech are many and complex, and
polysemy or ambiguous words appear frequently. Therefore, compared with English text, Chinese
text is more difficult to extract useful feature words. Due to the complex syntax of Chinese, there
are currently relatively few automatic summarization methods for Chinese text. In the past, only the
important sentences in the original text can be selected and simply arranged to obtain a summary
with chaotic sentences and insufficient coherence. Meanwhile, because Chinese short text usually
contains more redundant information and the sentence structure is not neat, we propose a topic-based
automatic summary method for Chinese short text. Firstly, a key sentence selection method is proposed
combining topic words and TF-IDF to obtain the score of each text corresponding to the topic in the
original text data. Then the sentence with the highest score as the topic sentence of the topic is selected.
Considering that the short text of Weibo may contain a lot of irrelevant information and sometimes even
lack some important components of topic, three retouching mechanisms are proposed to improve the
conciseness, richness and readability of topic sentence extraction results. We validate our approach on
natural disaster and social hot event datasets from Sina Weibo. The experimental results show that the
polished topic summary not only reflects the exact relationship between topic sentences and natural
disasters or social hot events, but also has rich semantic information. More importantly, we can almost
grasp the basic elements of natural disaster or social hot event from the topic sentence, so as to help the
government guide disaster relief or meet the needs of users for quickly obtaining information of social
hot events.
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1. Introduction

With the development of Internet and the growing popularity of various social network platforms,
millions of new messages are generated every day. They are spreading rapidly among the internet and
people within several seconds. The social network platform has not only become the important way
for most users to elaborate news and express their views, but also an important place for hot topics
to be generated and spread. Taking Sina Weibo (China) as an example, the active users has reached
100 million and the daily number of micro-blogging posts is up to more than 400 million as of June
2018 [1, 2]. In China, people are accustomed to follow current events on Weibo. And news and events
spread very quickly on Weibo, which can reach millions of retweets within a few minutes. Therefore,
collecting Weibo texts and extracting topic sentences from them can understand the hot events that
people pay attention to and grasp the trend of public opinion. In addition, sudden natural disasters can
be discovered in time and detailed information about the disasters can be obtained, thereby providing
assistance to the government in disaster relief. Above all, it will help the government to keep abreast
of the network public opinion and guide the public opinion correctly.

The previous topic extraction method is normally relying on the scattered list of several keywords
to achieve the effect of topic representation [3]. However, we can hardly get the core meaning of the
topics and obtain what we want accurately in this way. Therefore, we hope to achieve a one-sentence
summary of each topic. Through research, we found that the automatic summary algorithm can meet
our demand which can extract important statements from long text and form a short summary [4].
Therefore, based on the analysis of automatic summary methods, a topic sentence extraction method is
proposed to obtain a topic sentence containing elements such as time, place and things. Through this
topic sentence, the main information of natural disasters or social hot events can be understood.

We mainly face the following challenges. On the one hand, most of the automatic summarization
algorithms are often applied to long texts or novels in the previous research [5–8]. However, the
Weibo text studied in this article is the short text with only 140 words or less. In addition, there is
a lot of noise data in the microblog texts [1]. There are millions of blog posts every day, even if
only the texts related to natural disasters or social hot events are captured, it will also contain a lot of
interference information. Therefore, if the original dataset is utilized, a lot of irrelevant information
will affect experimental results. In this paper, we propose an automatic summarization method based
on topics for Chinese short text, which is combined topic probability model and feature words. We
use the topic words obtained by topic detection based on graph analysis algorithm [9, 10] and TF-
IDF [11] to sort the short text of Micro-blogging. Each topic word is assigned, and the score of each
Micro-blogging post is counted. We considere that the larger the score of the post is, the richer the
information it contains and more complete the topic is. Therefore, the text with the highest score
is selected to prepare for the next step. After getting the key sentence, we hope to simplify the key
sentence and add the missing information in the topic sentence extraction step. It mainly contains three
steps: Sub-sentence filtering, information supplement and words-order adjustment [12]. Through the
above processing, we have completed one sentence summary of the topic which is also the final result
of topic sentence extraction. We use several evaluation indicators on the real Sina Weibo dataset, which
is Chinese short text, to evaluate the proposed topic-based automatic summarization algorithm(TASA).

The main contributions of this article are as follows:
(1) We propose a key sentence selection method based on the topic word weight and TF-IDF value
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to calculate the score of each blog post. According to the blog post score corresponding to each topic,
representative and complete information sentence of each topic can be obtained from the complex
microblog data. This method does not need to model the topic distribution of sentences in advance,
but uses topic words to rank the importance of sentences while adding the classification and weight
of topic information. In other words, this method simultaneously completes the topic filtering and
sentence sorting process.

(2) We propose a novel topic sentence extraction method, which is to polish the topic sentence,
including sub-sentence filtering, information supplement and words-order adjustment to improve the
quality of topic sentence. The sub-sentence filtering makes the topic sentence refined and concise,
which is more conducive to quick reading and grabbing of the topic content for people. Information
supplement can add some important but non-appearing components to the topic sentence, which can
improve the richness of the topic sentence. Words-order adjustment makes topic sentences more fluent
and increase sentence readability.

(3) The necessity and advantages of touch-up mechanisms were confirmed in experiments. We
compare our method with other five topic sentence extraction methods. However, the performance
of TASA is superior to other baseline methods in ROUGE-1, ROUGE-2, ROUGE-SU4 and manual
evaluation, which greatly proves the superiority of proposed method.

The remainder of the paper is organized as follows. Section 2 reviews the related work. Section 3
describes the proposed topic-based automatic summarization algorithm for Chinese short text, followed
by experimental setup and experimental results in Section 4. Finally, the conclusion and future work
are discussed in Section 5.

2. Related works

The classic automatic summarization methods are based on feature words. These approaches used
statistical techniques to extract surface-level features such as keywords, titles, topic words and prompt
words [13–15]. Then they calculated the weight of sentence to get several key sentences. Our main idea
is coming from this aspect. Milad and Nasser [16] proposed a Bayesian summarization method to map
the input text to the Unified Medical Language System concepts and then selected the important ones
to be used as classification features. In addition, there are many special features applied to the process
of summarization extraction, such as hashtags, timestamps, and emotional vocabulary [17]. However,
these methods may get feature words that do not match the topic, which will reduce their accuracy.
Therefore, the researchers added the lexicon of a specific domain to enhance their semantics. Liu et
al. [18] proposed a core semantic extraction model (CSEM), which considers the structural features of
the core semantics of news corpus to reduce semantic redundancy and improve the novelty of abstracts.
In order to enhance the richness of semantics, the semantic unit, that is, the association relationship of
a group of keywords, is used to express the semantics of the text. A decay function is also introduced
to adjust the importance of semantic units according to the time when the semantic units appear in the
summary sentence candidate set to form a summary. Finally, CSEM extracts the minimum number of
sentences to cover the core semantics of the corpus as a summary.

Probability topic model is used in automatic summary generation because of its excellent topic
characteristics which can solve the topic-related problem to a certain extent. It aggregates documents
into a long document with no boundaries and flexibly utilizes a scoring mechanism to rank sentences
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such as K-L divergence [18]. LDA is the first topic model which can solve the problem of
multi-document summarization and the researchers continuously improve this algorithm. Zhou and
Zhong [19] used a semi-supervised learning framework based on LDA model to extract biomedical
events. The sentences in the unannotated corpus are elaborately and automatically assigned with
event annotations based on the calculated distance, which is described by the hidden topic distribution
and the structure of the sentences in the annotated corpus and the sentences in the unannotated corpus.
Xiong and Diane [20] combined LDA and review metadata, which is called review helpfulness
ratings, to facilitate review summarization and form the helpfulness-guided review summarizers. Due
to the proposed method is metadata driven, it does not require manual annotation and can be
generalized to different types of online reviews. Wu et al. [21] proposed a topic modeling based
approach to extractive automatic summarization. It extracted the candidate sentences associated with
topic words from a preprocessed novel document and designed an importance evaluation function to
select the most important sentences from the candidate sentences to generate an novel summary.

Moreover, the graph-based method is widely used in the field of automatic summarization
algorithms [22]. Due to the emerging application of graph technology, graph-based approaches have
been used to generate the summary of corpus. These methods consider the internal structural
relationships between words or sentences in the document, rather than using words and other features
only to rank sentences [23]. Fang et al. [24] proposed a word-sentence co-ranking model named
CoRank, which combines the word-sentence relationship with the graph-based unsupervised ranking
model to realize the automatic summarization. The extractive method proceeded by creating an
intermediate representation of the original text, scoring sentences and finally selecting sentences with
high scores as the summary. Manos et al. [25] proposed a multi-pattern time digest algorithm
MGraph. MGraph is a graphics-based framework that creates a visual summary of real-world events
through post-mortem analysis of event-related post flows. It calculates the importance of each piece
of information according to the received social attention, and uses topic modeling techniques to
capture the relevance of posts to topics. Then, it uses the graph-based ranking algorithm DivRank to
get a set of relevant and important posts while maximizing the coverage of the event and minimizing
visual redundancy. Ye et al. [26] proposed a two-layer graph algorithm combining sentences and
words for multiple documents, and generated multiple document abstracts, namely charts and
keywords. It extracted the correct keywords in each document to correct the sentence graph and
improve the richness and meaning of the abstract.

In summary, these methods have their own strengths and considering our goal of extracting topic
content in one sentence, we decide to combine feature words and topic model to form the summary.
Therefore, we intend to start from the selection of feature words by NLPIR technology and TF-IDF
value. Then, in order to improve the semantic relevance, we utilize the topic words obtained in the
topic model to make the sentence marked with topics. Then we calculate the score of each sentence
and pick out the highest one to form the key sentence. Finally, the key sentence is polished to get the
final topic sentence.

3. Topic-based automatic summarization method for Chinese short text

In this section, we will detail our automatic sammarization model which can be divided into two
steps. Firstly, due to the original data is noisy and sparse, we utilize a novel sentence selection method
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based on topic words and TF-IDF to sort the data and filter most of useless messages. According to
the research in our previous article [9], we can get topics from the initial data through the community
detection method and select the top 10 topic words for each topic according to the topic word extraction
algorithm. Therefore, we can use the topic words to sort the text of each topic without building topic
model at first. In other words, it completes topic filtering and sentence sorting at the same time. Then,
we choose the top one sentence to be the key sentence. Secondly, the initial key sentences usually
contain some redundant information, useless information or missing some important factors, so we
have to modify the key sentences further. We will correct the key sentence from three aspects: Sub-
sentence filtering, information supplement and words-order adjustment. Through the above process,
we can improve the readability and richness of the key sentences to form the final topic sentences.

Algorithm 1: Topic-based automatic summarization algorithm for Chinese short text
Input: Original blogs (b1, b2, ..., bk)
Topic words set of topic zr(zr1, zr2, ..., zri).
Output: Key sentences (bz1, bz2, , bzr)
Topic sentences (Bz1, Bz2, , Bzr)

1 data preprocessing with NLPIR technology;
2 for z1 to zr do
3 for b1 to bk do
4 if wi ∈ zr then
5 S core1+ = S (wi), S core2+ = T F − IDFwi;
6 else
7 S core2+ = T F − IDFwi

8 end
9 S core = S core1 + S core2/N;

10 end
11 get the Score of each blogs;
12 sort blogs and return the highest blog bzi;
13 end
14 get key sentence of each topic (bz1 , bz2 , , bzr );
15 for bz1 to bzr do
16 sub-sentence filtering;
17 information supplement;
18 words-order adjustment;
19 end
20 get topic sentences (Bz1, Bz2, , Bzr);

The pseudo code of the topic-based automatic summarization algorithm for Chinese short
text(TASA) is shown in Algorithm 1. We will describe the details in the following two subsections.

3.1. Key sentence selection

In traditional automatic summary approach, it usually selects the sentence directly depending on
the word frequency or the total weight of TF-IDF value. However, the method based on word
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frequency will result in redundant information and the method of TF-IDF will decrease the accuracy
of key sentence filtering due to the short text of Micro-blogging. In this paper, we propose a novel key
sentence selection method combining topic words and traditional TF-IDF values based on feature
words. This can make up for the shortcoming of missing important information, without the need to
model the topic distribution in advance. In other words, the method completes both topic filtering and
sentence sorting. Each different word is considered as the feature word. The following are the specific
steps of the key sentence selecting algorithm.

Firstly, we utilize Eq (3.1) to calculate the weight of each feature word. A word is considered more
representative if it appears more frequently in a post and appears less frequently in the remaining
posts. In order to improve the efficiency of the algorithm, we remove the stop words and noise words
by text preprocessing and NLPIR technology. Then, we calculate the weights of the remaining feature
words.

T F − IDFwi = T Fwi ∗ IDFwi = T Fwi ∗ logN/Nw (3.1)

Where T Fwi is number of times the word w appears in Micro-blogging i while IDFwi measures the
percentage of all blogs in the Micro-blogging text collection that contains this word w. N represents the
number of blog posts in the Micro-blogging text data set, and Nw shows the number of blogs containing
the word w.

After the above steps, we can get the weight of each feature word using TF-IDF. However, the
topic information alone cannot distinguish the topic information or each topic. Therefore, drawing
on the idea of topic word [9] from our previous research, the contribution of topic words is added,
and the weight of each topic word is calculated by the topic word extraction algorithm. The method
in reference [9] is based on graph analysis, which uses the community structure detection algorithm
to detect topics in the feature word graph of the original micro-blogging data, that is, the feature
words describing the same topic are divided into the same community. Therefore, each feature word
corresponds to a topic number (ie, a certain community). In other words, each topic has a set of feature
words, which can describe the content of the topic in detail. Then, since each word has its own topic
label and weight, the most relevant topic words are extracted for each topic based on the score of the
feature word in each topic. The Eq (3.2) below defines S to represent the weight score of each feature
word in each topic. First, we calculate the weight S (zri) of each feature word in each topic according
to Eq (3.2), and then arrange the feature words in descending order of weight score. We found that
the feature words ranked in the top 10 are the most influential [27]. When the number exceeds 10, the
topic relevance has begun to decline. So we utilize the top 10 feature words of each topic as the final
topic words. The weight of these topic words is calculated by Eq (3.2) which can maximize the role of
topic words [9].

S (zri) =

#
N∑
l

(w ∈ li)

#
N∑
l

li

×
#lw

#N
(3.2)

Where zri represents the word wi belongs to the topic zr. li is the unordered list of words of blog post

i. #
N∑
l

(w ∈ li) represents the number of times that the word w appears in the blog post i. #
N∑
l

li is the

number of all words contained in the blog post i. #lw is the number of users that have used word w.
And #N is the total number of all users.
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After the above analysis, we not only get the TF-IDF value of each feature word, but also get
the weight of each topic word. Due to the topic words are belongs to feature words, the topic word
and feature word must overlap when calculating the sentence score which is a considerable problem.
In summary, this paper will use these feature words and topic words to calculate the score of each
blog post. Since it is not scientific and prudent to artificially increase the weight of topic word, when
encountering a topic word in a sentence, not only do we need to consider its score as a feature word,
but also need to add its weight as a topic word. To simplify the complexity of the algorithm, we make
judgments for each word in each blog. If it only appears in the feature word set, its TF-IDF value is
accumulated. If it belongs to a topic word, accumulate its TF-IDF value first and accumulate its topic
word weight for this sentence additionally. However, this will result in a problem that if a sentence has
a long content with a large number of feature words, then the score of the sentence will be inevitably
higher. In order to avoid the longest sentence always being in the summary generation result, this paper
uses the average value of the TF-IDF values in each sentence as the final feature word weight. Due to
the number of topic words is scarce, we utilize the sum of the topic word weights to enhanced the topic
information. Therefore, the score of each blog is calculated by Eq (3.3). The higher the sentence score
is, the richer content and the more complete representation the topic has.

S core(bn) =

m∑
i=0

Wi

m +

n∑
i=0

S (zri)(wi ∈ Zr) (3.3)

Where bn is the n-th blog post. #
n∑

i=0
zri represents the number of how many topic words the blog

contains. Wi represents the TF-IDF weight of the feature word wi in the blog post and m is the number
of feature words in each blog post. (wi ∈ Zr) indicates whether the feature word belongs to the topic

word, and
n∑

i=0
S (zri) represents the sum of the topic word weights included in each blog post.

Then we sort these posts by their scores and pick out the highest one as the key sentence of topic r.

3.2. Topic sentence extraction

The traditional automatic summarization algorithm can only select important sentences in the
original text and simply arrange them to obtain a summary result that is not coherent in context.
However, Chinese text usually contains more redundant components or noise information and the
sentence structure is not neat, so The generated topic sentence results need to be polished to enhance
the conciseness and fluency of the summary results.

At this point, we have gotten the key sentences (bz1, bz2, , bzr) for each topic. Since the microblog
has much extra or irrelevant information, and even sometimes is lack of some important factors, we
can not use the original microblogging post as the result of topic sentence extraction directly. It is
necessary to polish the key sentence results generated by the automatic summary to enhance the
conciseness and smoothness of the results. To solve this problem, we add three adjustment
mechanisms: 1) Sub-sentence filtering, 2) information supplement and 3) words-order adjustment.
The sub-sentence filtering part is aiming to prevent the content of some clauses from being empty or
containing too less information. It can improve the pithiness of topic sentence extraction. The
information supplement part can supplement some important missing components in key sentences.
Although the possibility of this situation is small, it is also essential for the confidentiality of the
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algorithm and improving the integrity of sentence information. The last part is words-order
adjustment which is in order to make the whole sentence more fluent and the related information more
concentrated. At the same time, the words-order adjustment also deletes the spaces, the carriage
return and other such symbols between the sentences, and then indents the first line. In this way, the
readability of the sentence is improved.

(1) sub-sentence filtering
Although the text in Sina-microblog is short, it can not be fully explained in one sentence. Usually,

a post contains several sentences and each sentence contains several clauses. In order to select the
important components of the sentence, we divide the posts into sub-sentences with semicolons, periods,
question marks, etc. The normal sentences will contain three components with subject, predicate and
object which have at least three words. When the number of clauses is less than or equal to three, the
filtering has no significant meaning. Therefore, if the summary result contains more than three clauses,
we firstly delete the clause containing less than four words. Secondly, the score of the remaining clause
is calculated using formulate (3.3). If the value of the clause is bigger then the deleted one, then it is
retained, otherwise it is deleted. There is no need to worry about the filtering, because the following
step will ensure the sentence integrity. Through the filtering of this step, the summary results become
refined and concise.

(2)information supplement
Due to the filtering effect, some essential element information may be removed, or the necessary

information is not included in the original key sentence. In order to increase the information integrity
of the topic sentence, we choose time, place and event as three essential factors. Therefore, we have to
judge whether these three factors are included in this key sentence. That is to say whether this key
sentence contains time words, position words and nouns which can be represented by three parts of
speech /t ,/ f , /n. If a part is missing in the topic sentence, find the corresponding information in the
topic word (if the information is included in the topic word) and add it to the topic sentence.
According to the arrangement habit of time, place, person and event in Chinese expression, the
principle of information supplement is to add the time word to the beginning of the sentence, add the
place word after the time word and add the event word after the place. In this way, the basic element
information in the topic sentence is complete and comprehensive.

(3)words-order adjustment
The content of the blog post is usually composed of a few sentences and the format is not uniform.

Therefore, the spaces and newlines between sentences are deleted before the words-order adjustment,
and the first line is indented. The sentence after the above processing, it seems to be a little incoherent.
According to the habit of Chinese expression, when the sentence contains words such as, because, due,
etc., these prepositions are usually at the beginning of the sentence. Therefore, we define that if the
clause contains the preposition or the positional word, it will be unified in advance. It will increase the
readability and consistency of the sentence to a certain extent. Through the above three steps, we will
get the final topic sentence which is also the final topic sentence extraction result.

4. Experiments

The prototype of the proposed method is implemented mainly in JAVA SE 1.8. The data in this
experiment is stored in mySQL. We are concerned with the Chinese short text data on Sina Weibo.

Mathematical Biosciences and Engineering Volume 17, Issue 4, 3582–3600



3590

People can publish any opinions, events and feelings about recent news or events, personal encounters,
emotional expressions and so on on the Sina platform. All we have to do is to crab the Weibo short
text and analyze those data. So it can be imagined that the noise data in these data is very large
which increased the difficulty of topic detection. In this paper, we focus on our experimental data on
natural disasters and social hot events. Due to the wide variety of natural disasters, we only focus
on earthquakes, typhoons, floods, debris flow and heavy rain. The content of the data is unordered
and contains many extraneous data. The data is downloaded by crawler application written in python
through the application of Sina microblogging API interface. We follow the microblogging account
like the global weather, news, government, other authoritative bloggers and ordinary users and crawl
the blog posts considering the microblogging user id and the content from June 2017 to August 2017.
Due to the number of data collection restrictions of microblogging API interface and the strict review
of the user application for the developer platform, we finally collected 3595 records related to natural
disaster data which includes earthquakes, typhoons, floods, debris flow and heavy rain. For social hot
event data sets, short text data of Weibo events is manually collected from the Sina Weibo platform by
querying by entering event keywords. The data set contains 3 real social hot events, the time span is
from June 2015 to May 2016, which are the sinking of the Yangtze River passenger ship, the Tianjin
Tanggu blast and girl attacked at Yitel. All the data we collected is in Chinese. In the next step, we
will use these data independently to test the experimental performance. The overall experimental data
is shown in Table 1.

Table 1. Dataset.

Dataset name Blog posts Words Distinct feature words
natural disaster 3595 53960 9984
social hot event 7697 115530 13704

To deal with the complicated data, we utilize NLPIR technology to preprocess data. NLPIR [28] is
a powerful word segmentation tool, it can not only divided text content into the semantic feature words
and phrases, but also be able to mark part of speech of each feature word which is contributed to the
selection of characteristic words. With the support of NLPIR, we transfer each micro-blogging data
into the words form and treat each word as a feature word. Remove the duplicate words and we get
distinct feature words.

To evaluate the proposed topic sentence extraction method, we compared our proposed method
with the method only rely on TF-IDF [29] and topic words [9], respectively, two mature algorithms:
Extractor, and AutoSummarize [4] and a topic based method: Topic based Summary [21]. The
following is a brief introduction to the principles of these comparison methods.

TF-IDF [29]: It only calculates the average weight of the words which is a basic method. While the
value is bigger, the sentence is more important. We also choose the top one sentence to be the result of
topic sentence.

Topic words [9]: It only relies on the number of occurrences of topic words obtained by topic
detection method based on graph analysis in each blog to measure the importance of the sentence. The
more times a topic word appears, the more relevant it is to the topic. When there are multiple blog
posts that get the same score, their importance depends on the type of topic words included in the blog
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post and the length of the text. After sorting, we get the highest one as the experimental result.
Extractor [4]: For summarizing documents, this system uses a genetic programming approach

which itself provides an automatic learning process, which allows the summarizer to work on different
domains without re-training it. This approach is the result of the research carried out in Turney [4],
where several learning algorithms were analyzed and evaluated for determining the best for the key
phrase extraction task. Currently, it is also a commercial system which has an online demo for testing
it. Since it usually extracts 5 pieces of sentences, we only select the first one as a comparison here.

Auto Summarize [4]: This summarizer is integrated into Microsoft Word and it also generates
summaries in several languages. It is a commercial system and the method mainly uses location
information and statistical features to achieve summary generation based on the experimental
analysis. It can select the proportion of the original text that needs to be generated according to the
user’s needs. In this paper, we select the results with the lowest proportion to be the comparison
experiment results.

Topic based Summary [21]: It is a topic modeling based approach to extract automatic summaries,
so as to achieve a good balance among compression ratio, summarization quality and machine
readability. It first uses LDA topic model to get topic words and then get sentences related to these
topic words. Moreover, it utilizes topic diversity to pick out several high score sentences and compose
a short summary. This method is similar to ours to some extent, but the selection of topic words and
the ordering of sentences are completely different.

In order to compare the experimental performance of these methods, we use the N-gram
co-occurrence statistics called ROUGE-N to evaluate the generated summaries at the word level [30].
Without loss of generality, ROUGE-N is defined as follows:

ROUGE − N =

∑
gramN∈S Countmatch(gramN)∑

gramN∈S Count(gramN)
(4.1)

where S is one of the standard summaries, N stands for the length of the N-gram, and Count match
(gram N) is the maximum number of N-grams co-occurring in the generated summary and the standard
summary. From Eq.(4.1), ROUGE-N is in fact an N-gram recall measure. In the literature [31], there
are a series of ROUGE-N measures according to different values of N. ROUGE-1 refers to the overlap
of 1-gram (each word) between generated summary and the benchmark summary. ROUGE-2 refers to
the overlap of bigrams between generated summary and the benchmark summary. Since the Chinese
text can be divided into two words in most cases, this paper uses ROUGE-1 and ROUGE-2 to evaluate
the excellentness of the summary results in our experiments. In addition, ROUGE-SU4 is used to
evaluate the generated summary results, where S represents Skip-bigram, U represents unigram, and 4
represents the maximum interval allowed for two words. This indicator not only calculates the number
of Skip-bigram co-occurrences between the generated summary and the standard summary, but also
calculates the unigram between the generated summary and the standard summary.

Because ROUGE evaluation only involves the surface information of the text, manual evaluation is
used as a supplement to make the evaluation of the quality of the generated summary more accurate
and complete. In the experiment, five students were invited to score the generated summaries by our
proposed method and the comparison methods. And the summaries are scored from three aspects: The
grammatical quality of the summary (that is, the readability of the summary), information richness
and consistency. The score is 1–5. The higher the score is, the better the quality of the summary is.
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Table 2. The comparison results of topic sentence extraction.

Method Result 

Key sentence 

6

7 4 1726.92

78 1302.29

425.63  ?... c,6 

Topic sentence 
7 4 6

78

The benchmark summary results used for comparison in all experiments are manually generated topic
sentence extraction results.

4.1. Topic sentence extraction results

The results of our topic sentence extraction method are shown in the Table 4 using the natural
disaster data set and the Table 2 is a description of topic sentence extraction process using the topic
of flood. The English translations corresponding to Tables 2 and 4 are shown in Tables 3 and 5,
respectively.

Table 3. Corresponding English translation of Table 2.

First, we pay attention to the key sentence of Table 2, which is only based on the key sentence
selection algorithm. The result is more verbose and has more noisy data. The format of the result is not
uniform enough. It contains many meaningless symbols and irrelevant content which reflects the topic
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Table 4. The results of topic sentence extraction by TASA.

Topic result 

1 7 4 6

78

2 08 08 21 19 33.20 103.82 7.0

20

3 24 25

25 26

4

5 , 13 “ ” 23 12 50

14 45 /

representation is not clear enough. Although the summary results of the floods can also be obtained,
the emphasis is not clear and the sentences are redundancy. After the topic sentence extraction process,
the summary results (topic sentence) are concise and clear at a glance. The important information
becomes concentrated, irrelevant content is excluded, and the sentence is more neat. We can quickly
grasp the main information of this sentence with time, place, and things which are concentrated into
two short sentences. Therefore, this process plays an important role in the summary generation and is
an indispensable step.

Next, the performance of the summary results is further explored from an intuitive perspective
through Table 4. It is not difficult to find the meaning of each topic. For example, topic 1 describes
the natural disaster floods which happened in the south of China like Hunan, Guangxi and Jiangxi. We
can also know the time of this disaster which is in the late June. Whats more, the cause of the disaster
is continuous rain for many days and the flood has caused tremendous damage to people like death
and missing. Topic 2 represents the earthquake which happened in Sichuan on 08th August. We can
also know the focal depth, earthquake intensity and other useful information from this topic sentence
extraction result. Moreover, we can samely summarize the other three topics which is related to heavy
rain and typhoon. Above all, we can see that our topic sentence extraction result is quite excellent. It
can summarize thousands of texts into several short sentences which can explain each corresponding
topic clearly. Therefore, the government can quickly make judgments on these disasters and minimize
disasters losses.

In addition, on the social hot event data set, taking the event of “girl attacked at Yitel” as an example,
the summary result generated by the method proposed in this paper are shown in Table 6. From Table
6, we can know the more comprehensive information of the event, which can save people time and
effort in obtaining event information. The summary of the “girl attacked at Yitel” generated by our
proposed method is clear and well readable. Therefore, it can meet the user’s demand for information
acquisition of events.

4.2. Performance comparison

In order to further verify the performance of the proposed algorithm, we compared our method with
five methods using ROUGE-1, ROUGE-2 and ROUGE-SU4 on natural disaster data set. The higher
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Table 5. Corresponding English translation of Table 4.

Table 6. The summary result of the “girl attacked at Yitel” by TASA.
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the values of these three indicators are, the better the performance of the algorithm is. Table 7 shows
the values of the three indicators of the automatic summary results of different methods on the natural
disaster data set.

It can be seen from the values of ROUGE-1 in Table 7 that TASA is superior in the summary
generation results of the five topics and its performance is relatively stable in terms of the matching
degree of 1-gram. It is worth noting that TASA achieves a higher degree of matching in the summary
generation results of Topic 3 and Topic 5. The highest value even reached 0.867 which shows the
high accuracy of the topic summary. The methods Topic Words and Topic based Summary are also
relatively stable and their performance is only next to TASA. They achieve the best results in topics
1 and 5. However, the value of ROUGE-1 was reduced by about 12% compared to the TASA. The
experimental performance of Extractor and TF-IDF are similar on average, ranked fourth and fifth.
Finally, the ROUGE-1 value of the Auto Summarize is generally low which gets the lowest value in the
summary results of the five topics. This indicates that the Auto Summarize method has fewer effective
words in the summary. Through the above analysis, we can find that the topic-related algorithms like
TASA, Topic Words and Topic based Summary rank in the top three under the criterion of ROUGE-
1, which shows that using topic information will improve the performance of automatic summary.
Therefore, combining the automatic summary algorithm with the topic model can further improve the
accuracy and topic relevance of the summary result. Although the TF-IDF method can also achieve the
purpose of automatic summarization to a certain extent, the performance is limited. Therefore, TASA
is better than other five methods and achieves the best performance in terms of topic correlation and
semantic integrity.

The ROUGE-2 indicator allows us to learn more about the semantic information of topic summaries,
rather than simply checking the number of single words contained in the results. It reflects the accuracy
of the two-word results, and the semantics of the words are generally fixed, which further determines
the semantic relevance of the summary content. It can be seen from Table 7 that the value of ROUGE-
2 is slightly lower than ROUGE-1 in each topic. Because the single word constitutes the two-word
form, which adds the word order and semantic choice, the value of ROUGE-2 will inevitably decrease.
In Table 7, the ROUGE-2 of TASA is higher in each topic which indicates that the word order and
semantics in the summary results are more reasonable and accurate. The topic representation has rich
semantics and more complete content. At the same time, the result is more stable which indicates the
wider applicability. Topic Words, Topic based Summary and Extractor are close behind. The ROUGE-
2 of Topic based Summary method is almost equal to TASA in topic 2, but there is a small decrease
in topic 4. The possible reason for this phenomenon is that the topic model LDA has defects in topic
word extraction and cannot be well applied to detect each topic, so its experimental performance has
great differences. Based on this, we can conclude again that the topic related summarization method
has certain advantages. The methods of TF-IDF and Auto Summarize also have large fluctuations, and
their values of ROUGE-2 are lower which indicates that the topic summary is not accurate enough. The
possible reason is that the summary result is not polished, which results in more irrelevant information
in the summary. Therefore, the summary results of TASA on each topic are better and have beter
stability compared with other five methods.

In addition, by observing the value of ROUGE-SU4 in Table 7, we can find that the performance of
each algorithm under this indicator is basically consistent with the trend under the first two indicators.
And the value of ROUGE-SU4 for each method is slightly higher than the value of ROUGE-2 and
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Table 7. Different ROUGE-1, ROUGE-2 and ROUGE-SU4 of TASA, TF-IDF, Topic words,
Extractor, AutoSummarize and Topic based Summary on the natural disaster dataset.

Method Topic1 Topic2 Topic3 Topic4 Topic5

TASA 0.82 0.806 0.826 0.813 0.867
TF-IDF 0.72 0.742 0.707 0.674 0.738

ROUGE-1 Topic Words 0.77 0.742 0.76 0.744 0.803
Extractor 0.68 0.71 0.747 0.721 0.77

Auto Summarize 0.64 0.645 0.707 0.698 0.754
Topic based Summary 0.78 0.774 0.747 0.721 0.82

TASA 0.714 0.7 0.744 0.714 0.75
TF-IDF 0.53 0.6 0.5 0.452 0.517

ROUGE-2 Topic Words 0.632 0.667 0.662 0.667 0.717
Extractor 0.551 0.633 0.649 0.643 0.7

Auto Summarize 0.51 0.633 0.5 0.5 0.7
Topic based Summary 0.591 0.7 0.676 0.571 0.667

TASA 0.746 0.723 0.765 0.739 0.79
TF-IDF 0.56 0.628 0.531 0.48 0.56

ROUGE-SU4 Topic Words 0.665 0.697 0.695 0.698 0.758
Extractor 0.579 0.665 0.67 0.647 0.718

Auto Summarize 0.546 0.638 0.534 0.529 0.712
Topic based Summary 0.62 0.73 0.68 0.613 0.72

lower than the value of ROUGE-1 in each topic. Our proposed method is higher than the ROUGE-
SU4 of other comparison methods, which further proves the advantages of the topic-based automatic
summarization algorithm in this paper.

Table 8 shows the average scores of the manual evaluation of the summaries generated by each
method for topic 1 on natural disaster dataset in terms of the grammar, informativeness and coherence.
We can see from the data shown in Table 8 that the method proposed in this paper has achieved the
highest score in three aspects. Compared with other methods, the summary generated by the method
in this paper has good readability, rich related information and good consistency because it is polished.

It can be seen from the above that by comprehensively comparing the six methods, three methods
based on the topic, namely TASA, Topic words and Topic-based Summary, have better performance.
Therefore, we only compare these three methods on the social hot event dataset and use ROUGE-1 to
verify the performance of the proposed model. Table 9 shows the ROUGE-1 values of the automatic
summary results of different methods on the social hot event dataset. It can be seen from Table 9 that
compared with the other two methods, the summary result generated by our proposed method on each
topic is the best.

In summary, we can get the following information. First, whether it is based on feature words,
topic models or other automatic summarization algorithms, each method can obtain the topic-related
summary results to a certain extent. Second, the summary generation algorithm based on the topic
model can improve the performance of the automatic summary algorithm. Third, the TASA proposed
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Table 8. The average scores of the manual evaluation of the summaries generated by each
method for topic 1 on natural disaster dataset.

Method Grammar Informativeness Coherence

TASA 4.2 3.85 4.2
TF-IDF 3.5 3 3

Topic Words 3.8 3.4 3.6
Extractor 3.5 3.1 3.1

Auto Summarize 3 2.5 2.5
Topic based Summary 3.9 3.45 3.6

Table 9. The ROUGE-1 values of TASA, Topic words and Topic based Summary on the
social hot event dataset.

Method Topic1 Topic2 Topic3

TASA 0.68 0.687 0.715
ROUGE-1 Topic Words 0.59 0.612 0.65

Topic based Summary 0.62 0.605 0.663

in this paper has achieved excellent and stable results on ROUGE-1, ROUGE-2 and ROUGE-SU4 for
each topic.

5. Conclusions

This paper proposes a topic-based automatic summarization algorithm for Chinese short
text(TASA). The goal is to represent the content of each topic in the form of a sentence. Firstly,
combining the topic words and TF-IDF, a key sentence selection mothod is proposed to obtain a
ranked set of key sentences related to topics in Weibo and select the sentence with the highest score as
the topic sentence. Considering the format irregularity and sparse content of Weibo texts, three
retouching mechanisms are added to further improve the simplicity, richness and readability of topic
sentence extraction results. Experimental results of polished topic summaries show that the TASA
proposed in this paper can not only automatically identify each topic, but also obtain a concise
summary of each topic in a sentence more accurately and contain rich information. Therefore, when
natural disasters occur, the government can accurately detect the occurrence of natural disasters by
collecting relevant text information from Weibo and guide the public to the related activities of
disaster relief. We compare TASA with five advanced methods for automatic summarization. The
experimental results on the real datasets show that three methods of fusing topic information have
achieved good experimental results. However, the performance of TASA is superior to other baseline
methods in ROUGE-1, ROUGE-2, ROUGE-SU4 and manual evaluation, which greatly proves the
superiority of proposed method. TASA is also superior to the methods of using TF-IDF or topic
words alone. Therefore, combining IF-IDF and topic words is the correct choice. In addition,
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compared with other methods of adding topic information, TASA is more accurate, and is excellent in
readability, richness and consistency.

In recent years, information grows and spreads faster and faster. The natural disaster usually
happens frequently and suddenly. How to seize the time node to discover such topics as early as
possible or achieve predictions will be the focus of our future research. In addition, although the
topic-based automatic summarization algorithm proposed in this paper integrates topic information in
Weibo text collection to a certain extent, it is limited. Therefore, we consider how to combine
topic-related text, use machine learning to analyze the grammatical structure, and automatically
generate a summary for a short content text set in future work, so that the topic information can be
extracted at the same time as automatic summaries are generated. Finally, since it is very
time-consuming to generate reference summaries manually, we will consider evaluating the generated
summaries without reference summaries in subsequent research work.
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