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Abstract: This paper presents a comprehensive investigation into the transmission dynamics of Lassa
fever through a sophisticated mathematical model formulated with a fractal-fractional operator in
the Atangana-Baleanu sense. The model’s architecture is an SEIQR (susceptible-exposed-infected-
quarantined-recovered) framework that incorporates crucial real-world epidemiological features,
including a saturated incidence rate to account for behavioral changes at high infection levels and a
relapse mechanism for recovered individuals. A rigorous qualitative analysis is conducted to establish
the fundamental properties of the model, wherein we prove the existence, uniqueness, positivity, and
boundedness of the solutions, ensuring the biological viability of the system. The stability of the
model’s equilibria is thoroughly examined. We derive the basic reproduction number (R,) using a next-
generation matrix method, which serves as the critical threshold for disease persistence. We prove that
the disease-free equilibrium is both locally and globally asymptotically stable when Ry, < 1. For the
numerical investigation, we implement and validate a robust predictor-corrector scheme tailored for
fractional-order systems, comparing its accuracy and convergence against the fractional Euler method
and the classical Runge-Kutta scheme. Extensive numerical simulations are performed to visualize the
system’s dynamics. The results demonstrate that the fractional order provides enhanced flexibility in
capturing memory effects, often leading to a more realistic, delayed epidemic peak. Furthermore,
a series of novel three-dimensional dynamic surface plots reveals the geometric sensitivity of the
solution manifold to key infection parameters, visually confirming that the transmission rate (8) and
quarantine rate (1) are the most powerful levers in shaping the epidemic landscape. These findings
offer a deeper understanding of Lassa fever’s dynamics and highlight critical points for effective public
health interventions.
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1. Introduction

Lassa fever, an acute viral hemorrhagic illness, remains a significant public health challenge,
particularly in West Africa where it is endemic [1]. The disease is caused by the Lassa virus, a
member of the Arenaviridae family, and is primarily transmitted to humans through contact with
food or household items contaminated with the excreta of infected Mastomys rats [2]. Human-to-
human transmission is also possible through direct contact with the blood, urine, feces, or other
bodily secretions of an infected person. The clinical presentation of Lassa fever is variable, ranging
from asymptomatic infection to severe multi-organ failure and death, with a case fatality rate that
can be particularly high in hospitalized patients [3]. The persistent threat and potential for large-
scale outbreaks underscore the urgent need for effective control strategies, which can be significantly
enhanced by insights from mathematical modeling.

Mathematical models are indispensable tools for understanding the transmission dynamics of
infectious diseases and for evaluating the potential impact of public health interventions [4]. Numerous
models have been developed to study Lassa fever, exploring various aspects such as rodent-to-
human transmission, optimal control strategies, and the role of quarantine [5, 6]. These models have
traditionally been formulated using classical integer-order differential equations, which assume that
the future state of the system depends only on its current state. However, this assumption may not
adequately capture the complexities of biological systems, where memory and hereditary properties
can play a crucial role [7]. For instance, the immune response to an infection and the behavioral
changes in a population are processes that are influenced by past experiences.

To address these limitations, fractional calculus, which generalizes differentiation and integration
to non-integer orders, has emerged as a powerful framework in mathematical epidemiology [8].
Fractional-order models can incorporate memory effects, providing a more realistic description
of disease dynamics [7]. Recently, the concept has been further extended to fractal-fractional
calculus, which combines the memory-retaining properties of fractional derivatives with the geometric
complexity described by fractal dimensions [9]. This dual approach is particularly appealing for
modeling infectious diseases, as it can account for both the temporal memory of biological processes
and the heterogeneous, fractal-like nature of contact networks within a population [10]. The Atangana-
Baleanu (AB) operator, which uses a non-singular Mittag-Leffler kernel, has gained prominence
because of its ability to capture complex non-local dynamics without the singularities present in other
definitions like the Caputo-Fabrizio operator [11]. This operator has been successfully applied to model
various infectious diseases, demonstrating its superiority in fitting real-world data [12, 13].

In recent years, mathematical modeling through fractional-order and fractal-fractional derivatives
has gained prominence due to their ability to capture memory effects and complex dynamics in
biological systems. Saber and Solouma [14] employed advanced fractional modeling to analyze
diabetes via bifurcation and chaos control, while Alhazmi et al. [15] investigated glucose-insulin
dynamics using hybrid Euler-Lagrange and successive approximation schemes. The AB operator,
characterized by the non-singular Mittag-Lefller kernel, has been successfully applied to model diverse
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phenomena such as computer virus networks [16] and pneumonia diseases [17]. Furthermore, hybrid
multi-step numerical schemes have been developed for human-wildlife zoonotic disease dynamics
to improve computational accuracy [18]. Specific to Lassa fever, recent studies have explored the
impact of relapse and saturated incidence rates [19], environmental contamination through optimal
control [20], and the influence of treatment compliance on disease spread [21]. These contributions
underscore the necessity of employing sophisticated mathematical frameworks, such as fractal-
fractional operators, to better understand and control the transmission of Lassa fever.

This manuscript develops and analyzes a Lassa fever model using the Atangana-Baleanu fractal-
fractional operator. The model is an extension of the classic susceptible-exposed-infected-recovered
(SEIR) framework to an SEIQR structure, incorporating a saturated incidence rate to model the
inhibition of disease transmission at high infection levels caused by public awareness or behavioral
changes. It also includes a relapse component, allowing individuals in the recovered class to lose
immunity and become susceptible again. The primary motivation for using a fractal-fractional
approach is to explore how memory and fractal structures influence the transmission dynamics of
Lassa fever, potentially offering new insights that are not captured by traditional models.

This paper is organized as follows. Section 2 presents the detailed formulation of the Lassa
fever model, including the underlying assumptions and a schematic diagram. Section 3 provides
the necessary mathematical preliminaries on fractal-fractional calculus. In Section 4, we conduct a
qualitative analysis of the model, proving the existence, uniqueness, positivity, and boundedness of the
solutions. Section 5 is dedicated to the stability analysis of the model, including the computation of the
basic reproduction number (R) and an investigation of the local and global stability of the disease-free
and endemic equilibria. Section 6 details the numerical scheme used to solve the fractal-fractional
system. Section 7 presents and compares the numerical results obtained using different methods.
A comprehensive discussion of the simulation results is provided in Section 8. Finally, Section 9
concludes the paper with a summary of the key findings and directions for future research. Section 10
summarizes the key findings in a table.

2. Model formulation

To investigate the transmission dynamics of Lassa fever, we formulate a deterministic
compartmental model. This approach subdivides the total human population, denoted by N(t), into
five distinct epidemiological classes based on the disease status of individuals. These compartments
are: susceptible (S (7)), exposed (E(?)), infected (/(¢)), quarantined (Q(?)), and recovered (R(¢)). The
total population is thus the sum of these compartments, N(t) = S (t)+ E(?)+ () + Q(¢)+ R(¢). The model
is constructed as a system of nonlinear ordinary differential equations describing the rate of change of
each population over time.

A set of core assumptions underpins the model’s structure. We assume a constant recruitment rate
into the susceptible population. The transmission of the disease is modeled using a saturated incidence
rate, which is more realistic than simple mass action, as it accounts for behavioral changes or saturation
effects when the number of infected individuals becomes very high. We also consider that recovered
individuals can lose their immunity and become susceptible again, representing a relapse mechanism.
Natural death occurs in all compartments at the same rate, whereas the infected class has an additional
disease-induced death rate.

AIMS Mathematics Volume 11, Issue 1, 2547-2577.



2550

The flow of individuals between these compartments is visualized in the schematic diagram shown

in Figure 1.

nl
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Figure 1. A schematic diagram illustrating the flow between compartments of the Lassa
fever transmission model.

The dynamics of the Lassa fever transmission are described by the following system of differential
equations:

ds 0S1

- = + oR —
dt are 1+ul

The change in the susceptible population is governed by four processes. The population increases
through a constant recruitment rate, o-, representing births or immigration. This assumption is justified
for the 100-day simulation period considered in this study, as demographic changes in the human
population occur on a much slower time-scale than the rapid transmission dynamics of a Lassa fever
outbreak. It is also increased by individuals from the recovered class, R, who lose their immunity at a
rate p. The susceptible population decreases when individuals become infected, which is modeled by
the saturated incidence term %. Here, ¢ is the effective transmission rate. This term approaches
a saturation level as the number of infected individuals / grows large, reflecting that the risk of
infection does not grow infinitely but is limited by factors such as self-imposed precautions. Finally,

the population decreases through to natural death at a rate &.

_ g5, 2.1)

dE 651
dt — 1+ul
The exposed population, E, consists of individuals who are infected but not yet infectious. This

compartment is populated by the newly infected individuals from the susceptible class, as described by
the term ff—ﬂ’, The population of this class decreases as individuals progress to the infectious state at a

rate y (the term yE) or through natural death at a rate £. Thus, the total outflow rate is (y + £).

- (y+9E. (2.2)

dI
== YE —(n+ &+ ). (2.3)
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The infected population, I, comprises individuals who are now capable of transmitting the disease.
This class grows as exposed individuals become infectious at a rate y. The population of the infected
class declines for three reasons: Individuals are moved into quarantine at a rate n, they die from natural
causes at a rate &, or they succumb to the disease at a disease-induced death rate v. The total rate of
removal from this class is therefore (n + £ + v).

dg B
oo nl—@+&€0. (2.4)

The quarantined population, Q, is populated by infected individuals who are isolated at a rate . The
number of quarantined individuals decreases as they recover from the disease at a rate 6 or through
natural death at a rate £. The total outflow rate from this compartment is (6 + £).

dR
— =00+ HR. (2.5)

The recovered population, R, increases as individuals from the quarantined class recover at a rate 6.
This class loses members as individuals lose their immunity and become susceptible again (relapse) at
a rate p, or through natural death at a rate £. The total outflow rate is thus (p + £).

The parameters used in the model, along with their baseline values sourced from the relevant
literature, are summarized in Table 1.

Table 1. Model parameters and their baseline values.

Parameter Description Value

o Recruitment rate of the population [3] 0.15 day™!
£ Natural death rate [2] 0.2 day™!

o) Effective disease transmission rate [3] 0.008 day™!
0% Progression rate from exposed to infected [3] 0.5 day™!

u Saturation parameter for inhibitory effect [3] 0.03

% Disease-induced death rate [2, 3] 0.3 day™!

n Quarantine rate for infected individuals [3] 0.4 day™!

0 Recovery rate of quarantined individuals [3] 0.2 day™!

Jo, Rate of immunity loss (relapse) [3] 0.7 day™!

The relapse rate p = 0.7 day™' (sourced from [3]) represents the reactivation of latent viral infection
in individuals who have clinically recovered but still harbor the virus, rather than the loss of long-
term sterilizing immunity. This distinction accounts for the relatively high rate observed in short-term
Lassa fever dynamics. To better capture the complex memory and hereditary properties inherent in
biological systems, we extend the classical integer-order model using the concept of fractal-fractional
calculus. This framework allows for a more flexible and realistic description of disease dynamics
by incorporating both a fractional order, a, to model memory effects, and a fractal dimension, S, to
represent the geometric complexity of the transmission pathways. We use the AB operator because of
its non-singular kernel. By replacing the classical integer-order derivative % with the fractal-fractional
operator 2D, we obtain the following updated system:
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AB B _ _ 051 _

D’S(5) =0 +pR - - o £S (2.6)
AB by OST

D,"E(t) = T+l (y +§E (2.7)
ABDPI(r) = yE — (n + €+ V)] (2.8)
AEDIPO(1) =l - (0 +€)Q (2.9)
ABDUPR(1) = 00 — (p + ER. (2.10)

This fractal-fractional formulation, with «,8 € (0, 1], provides the foundation for our subsequent
analysis. The fractal-fractional operator generalizes the integer-order model to capture non-local
memory (@) and self-similar scaling (). This transformation is justified by the non-Markovian nature
of Lassa fever’s transmission, where the epidemic’s growth follows a power-law rather than exponential
dynamics.

The proposed SEIQR structure is specifically tailored to Lassa fever’s epidemiology. The
quarantined (Q) class is included to account for the rigorous isolation protocols required to prevent
nosocomial transmission, a major driver of Lassa outbreaks. Furthermore, the saturated incidence
rate % models the reduction in human-to-human and rodent-to-human contact resulting from
public health awareness and behavioral changes (e.g., improved food storage and hygiene) during
an epidemic. The relapse mechanism reflects the potential for waning immunity or re-infection in
endemic regions where the Lassa virus persists in rodent reservoirs.

Recovery is assumed to occur exclusively through the quarantined (Q) class to reflect the clinical
management of Lassa fever. This structural choice signifies that symptomatic individuals in the
community (/) are either isolated for specialized treatment or remain infectious until they are
quarantined or succumb to the disease, emphasizing the role of the healthcare system in achieving

safe recovery.
3. Preliminaries

In this section, we provide the fundamental definitions of the AB fractional and fractal-fractional
operators that are used in this study.

Definition 3.1 (AB fractional derivative in Caputo sense [11]). Let f € H'(a,b), b > a, and a € (0, 1].
The AB fractional derivative in the Caputo (ABC) sense is defined as

D) = T [k (- - o)
1-aJ, l1-a

where B(@) is a normalization function such that B(0) = B(1) = 1, and E, is the one-parameter
Mittag-Leffler function defined as:

Ea(2) = kzz(; T(ak+ 1)

Remark 3.2. The inclusion of @ = 1 in the interval (0, 1] signifies the limiting case of the operator.
As a — 1, the kernel of the fractional derivative converges to a Dirac delta function, and the operator
reduces to the classical integer-order derivative.

AIMS Mathematics Volume 11, Issue 1, 2547-2577.



2553

Definition 3.3 (AB fractional integral [11]). The corresponding AB fractional integral is defined as

1-«

AB ja _ @ ! _ a—1
1) = Gos 0+ g f £ = .

The concept was extended to fractal-fractional derivatives by incorporating a fractal dimension g.

Definition 3.4 (Fractal-fractional derivative in AB sense [9]). Let f(t) be a continuous function. The
fractal-fractional derivative of order a and the fractal dimension 8 in the AB sense is defined as

Be) (" d

AEDMF(r) =
S0 l-aJy dif

FOE (- - 1) dr,

where ﬁ f(r) = lim,, %. This can be simplified for practical applications by writing % =
T+ %. This leads to the following more tractable form:

A8 o gy = D) f B O (- (= ") d.
l1-aJy -«

The corresponding fractal-fractional integral is given by applying the AB fractional integral operator
to the function ##~! £(¢).

Lemma 3.5. The fractal-fractional differential equation ABDf’ﬁ v(t) = g(t, y(t)) with the initial condition
v(0) = yo can be transformed into the following equivalent Volterra integral equation:

l-a g a t _ el Bl
y(®) = yo = —B(a)tﬁ g(t,y(t))+—B(a)r(a) j; (t — )" ' g(r, y(0))dr.

4. Qualitative analysis of the model

This section is dedicated to the rigorous mathematical analysis of the proposed fractal-fractional
Lassa fever model given by Eqs (2.6)—(2.10). To ensure that the model is epidemiologically
and mathematically well-posed, we must establish several fundamental properties of its solutions.
Specifically, we will prove the existence and uniqueness of the solution, confirm that the solution
remains non-negative (positivity), and demonstrate that the solution is bounded within a biologically
feasible region. These properties guarantee that the model’s predictions are meaningful and stable over
time.

For clarity, let us represent the state variables as a vector Y(¢) = (S(2), E(?), I(t), Q(t), R(t))’. The
system of fractal-fractional differential equations can be expressed in a compact as follows

ABD*PY(£) = F(t, Y(¢)), with initial condition Y(0) = ¥, > 0,

where F : R3 — R’ is a vector function representing the right-hand sides of the model equations. Our
analysis will rely on transforming this system into an equivalent Volterra integral equation, upon which
we can apply principles from fixed-point theory.
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4.1. Existence and uniqueness of the solution

We will use the framework of Banach spaces and the well-established Banach fixed-point theorem
to demonstrate the existence and uniqueness of the solution. The first crucial step is to show that the
function F(z, Y(t)), which defines the dynamics of our system, satisfies the Lipschitz condition.

Theorem 4.1 (Lipschitz condition). The kernel F(t,Y) satisfies the Lipschitz condition with respect to
Y if a constant L > O exist such that for any two state vectors Y(t) and Y*(¢) in a subset of R3, the
following inequality holds:

I1F @@, Y) = F(t, Y|l < LI[Y = Y.

Proof. Let Y = (S,E,I,Q,R)" and Y* = (§*,E*, I, Q*,R*)T be two distinct state vectors. The
components of F are Fg, F, Fy, Fo, Fg. Let us analyze the first component, Fs as follows

Fs(t,Y) = Fs(1,Y") = (0 + pR = {5 = £8) = (0 + pR* = 9.5 = £57)

= p(R—R) ~ &S ~ ) - (L - L),

Since the solution is bounded (as we will prove later), we can assume there is a constant M; > 0

such that I < M;. The saturated incidence function g(§,/) = %}Id is continuously differentiable in the

feasible region, and its partial derivatives are bounded. Therefore, it is Lipschitz. For simplicity, we
can bound the difference as follows:

%}i, - 1S+ﬂl, H < CilIS = S| + G|l - I|| for some positive constants Cy, C,.

Taking the norm, we get:
IFs(t,Y) — Fs(t, Y|l < pllR — R¥|l + &lIS — S¥I[ + B(C1lIS = S| + Coll = I7[])
< (E+BCDIS = SNl + BCoIT = I'|l + plIR = R7l.
A similar procedure can be applied to the other components of F' as follows
IFe(t,Y) = Fe(t, YOIl < (y + OIE = E¥|| + BCIlIS =S¥ + Colll = I
I1F:i(t,Y) — Fi(t, YOI < VIIE = E*|[ + (n+ &+ - Il
IFot,Y) — Fo(t, YOI < nlll = Il + (6 + HIIQ — O°l
IFr(2,Y) = Fr(t, Y9I < 0l1Q — Q" + (o + OIIR — R*|.

By summing the inequalities and choosing an appropriate maximum of the coefficients, we can find a
constant L > 0 such that ||F(¢,Y) — F(¢t,Y")|| < L||Y — Y*||. Thus, the kernel F satisfies the Lipschitz
condition. m|

With the Lipschitz condition established, we can now prove the main theorem for existence and
uniqueness.

Theorem 4.2 (Existence and uniqueness). For the given initial conditions Yy > 0, a unique solution
for the fractal-fractional system (2.6)—(2.10) exists for t € [0, T] for some T > 0.
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Proof. The proof relies on converting the system of differential equations into a system of Volterra
integral equations and then applying the Banach fixed-point theorem [22]. The integral form of the
system is

Y(t) = Y(0) + 2 F (1, Y (0) + —2— [ (1 — 1) P F(r, Y(1))dr.

B(a) B(a)r(a) j(; (

Let us define an operator # on the Banach space of continuous functions C[0, T'] as follows
(PY)(1) = Y(0) + 5257 F(1, YD) + 355 fo (t — 1) ' 1F(r, Y(1))dr.

A solution to the system is a fixed point of the operator P, i.e., PY = Y. We need to show that P is a
contraction mapping. Let Y and Y* be two functions in the Banach space.

IPY)() = PYHDI < g5 IF(,Y) = F(t, Y9l

Ba)
t
+ B fo (t =) "PNF (T, Y) - F(r, Y")ldr.
Using the Lipschitz condition, ||F(¢,Y) — F(t, Y*)|| < L||Y — Y*||, we have
IPYI®) = PYHOIl < GEETP Y - |

* a—1..8-1
B(a)r(a)”Y Y||fo(f ) 1A 1dr.

The integral evaluates to 1**#~! B(a, ), where B is the beta function. Thus, we have

« —a B—1 a a+p-1 a, «
IPY)@) — PYIOI < (“5e— + “r ) IY = Y71l

LT -1 ) )
Let A = ((1 ‘;)(LT olT"~ B (“’ﬁ)). For a sufficiently small time 7, we can ensure that A < 1. When
@) B(@)'(a)

A < 1, the operator # is a contraction mapping. By the Banach fixed-point theorem, # has a unique
fixed point, which corresponds to the unique solution of our system on the interval [0, 7]. This local
solution can be extended to a global one. O

4.2. Positivity of solutions

For the model to be epidemiologically meaningful, all state variables must remain non-negative for
all times ¢ > 0. We prove this property in the following theorem.

Theorem 4.3. (Positivity). Given the non-negative initial conditions (S (0), E(0), 1(0), Q(0), R(0)) €
Ri, the solution (S (1), E(1), I(1), Q(1), R(t)) of the fractal-fractional system (2.6)—(2.10) remains non-
negative for all t > 0.

Proof. Suppose that the initial conditions are non-negative. To prove that the solutions stay in the first
orthant R, we define 7* as the first time any of the state variables reaches zero

= inf{r > 0 : min(S (¢), E(2), I(t), Q(t), R(?)) = 0}.

By this definition, for all # € [0, "], all state variables are non-negative (S, E, I, Q,R > 0). We now
examine the behavior of the system at ¢ = ¢*.
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e Case 1: S(¢*) = 0. From the first equation of the system (2.6), we have

S (t)I(t7)

ABDAES (D1 = o + pR(E") —

—ES(1).

Substituting S (¢*) = 0, we obtain
ABDES ()= = 0 + pR(Y).

Since o > 0 and R(¢*) > 0 (by the definition of "), it follows that ABDf‘ﬁ S ()= > 0.
e Case 2: E(t") = 0. From Eq (2.7), we have

_oS@)I(@)

§ 88 (1)1(1")
A DPEM) i = ——>

Tral) Y TOEO =TT

as S(r*) > 0and I(r*) > 0.
e Case 3: I(t) = 0. From Eq (2.8), we have

ABDP 1= = YE) — (7 + & + WI(1") = yE(£") 2 0,

as E(r") > 0.

e Case 4: O(") = 0. From Eq (2.9), we have
AEDF QD)= = nl(£) — (0 + E)Q(r") = nl(*) > 0,

as I(t*) > 0.

e Case 5: R(t") = 0. From Eq (2.10), we have
YD RWi=r = 00(") — (p + OR(1") = 00(") 2 0,
as Q(r*) > 0.

Since the fractal-fractional derivative of the variable reaching zero is always non-negative (and strictly
positive for §), the variables cannot cross into the negative region. Thus, the solution remains in R}
forallr > 0. O

4.3. Boundedness of the solutions

Finally, we must show that the total population in the model does not grow without limit. This
confirms that the model is well-posed and that the disease dynamics occur within a defined, biologically
feasible region.

Theorem 4.4 (Boundedness). All solutions of the fractal-fractional system that start in the non-
negative orthant R3 are bounded and ultimately enter the feasible region Q defined by:

Q:{(S,E,I,Q,R)ERi:S+E+I+Q+RS%},
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Proof. Let N(t) represent the total population at time ¢, such that N(¢r) = S (¢) + E(¢) + I(¢) + Q(t) + R(¢).
We take the fractal-fractional derivative of N(¢) by summing the equations in the model system (2.6)—
(2.10):

ABDIEN(r) =18 DIPS (1) +48 DIPE(t) +48 D{PI(t) +*F D{P Q(t) +"F DIPR(v).
Substituting the right-hand sides of the model equations and simplifying, we obtain:

ABDIN() = (o + pR - BL - £5) + (EL — (y + HE)

] Toul
+(YE-m+&+v)D+ (] — (6 + Q) + (00 — (p + HR).
Many terms cancel out, leaving:
ABDIPN(t) = 0 — €S — EE — €1 — £Q — éR — VI
ABDPN() =0 — &S +E+I1+Q+R)—vI
ABDYPN(1) = o — EN(1) — vI(1).

Since the infected population /(¢) is non-negative, the term —vI(¢) is always less than or equal to zero.
Therefore, we can establish the following inequality:

ABDYN(r) < o — EN(D).

Consider the case where N(r) > % In this scenario, oo — éN(#) < 0, which implies that ABD;”ﬂ N(t) < 0.
This means that the total population N(¢) will decrease whenever it exceeds the value % According
to the comparison theorem for fractional differential inequalities [23], the solution N(7) is bounded
above by the solution to the equation ABD?"B Z(t) = o — &éZ(t) with Z(0) = N(0), which converges to the
equilibrium point Z,, = % Therefore, for any non-negative initial condition, the total population N(7)
will not grow indefinitely and will eventually enter and remain within the region €. This confirms that
the model is biologically consistent. O

Following the proofs of existence and uniqueness in Sections 4.1 and 4.2, and the establishment
of positivity and boundedness in the last section, the proposed fractal-fractional Lassa fever model
is mathematically and biologically well-posed within the invariant region . This ensures that the
system’s solutions are globally defined, unique, and physically meaningful.

5. Stability analysis

The stability analysis of an epidemiological model is paramount, as it determines the conditions
under which a disease will either die out or persist within a population. This section investigates the
stability of the equilibrium points of the Lassa fever model. An equilibrium point is a state where the
populations of all compartments remain constant over time. We will identify two key equilibria: The
disease-free equilibrium (DFE), where the disease is absent, and the endemic equilibrium (EE), where
the disease is maintained in the population. Our analysis is structured in two parts: Local stability,
which describes the system’s behavior near an equilibrium point, and global stability, which describes
the system’s long-term behavior across the entire feasible region.
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5.1. Local asymptotic stability

Local stability is assessed by linearizing the system around its equilibrium points. The cornerstone
of this analysis is the basic reproduction number, R.

5.1.1. Disease-free equilibrium and the basic reproduction number (Ry)

The DFE is the state where there are no infected individuals in the population. To find the DFE, we
set the right-hand sides of the model equations to zero, with the condition that E = I = Q = R = 0.
From the equation for the susceptible class, we have

as _ — I
E_O-_fS_OZ}S_E'

Thus, the DFE point, denoted by Ej, is given by:
Ey = (% E%, I, 0°, R%) = (£,0,0,0,0).

The basic reproduction number, Ry, is defined as the average number of secondary infections
produced by a single infected individual introduced into a completely susceptible population. We
compute R, using the next-generation matrix method as outlined in [24]. We consider only the
compartments of infected individuals, which are E and I. Let F be the vector of new infection rates
and V be the vector of the transfer rates between these compartments.

(Eh B (y +E
fr_tgﬂ’(v_(ﬁE+m+f+WJ'

Next, we compute the Jacobian matrices of ¥ and V evaluated at the DFE, E. Let these be F and V.

58° So
F=2| = 0 (102 | = 0 &
HED|g\O 0 0 0

V = % — y+§ 0
WEDg =y m+&+v)

The next-generation matrix is given by K = FV~!. The inverse of V is

v-le_ 1 (n+&+y 0
+OO+E+y) Y y+&f
Therefore, the next-generation matrix K is
Soy Sor(y+£)
K=Fv!= (§(7+§)(77+§+V) §(7+§)(n+§+v))_
0 0

The basic reproduction number, Ry, is the spectral radius (the largest eigenvalue) of the matrix K.

ooy
Ey+&Em+E+y)

Ry = p(K) = D
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Remark 5.1. Although individuals in the Q (quarantined) compartment are infected, they are excluded
from the calculation of the basic reproduction number Ry and the construction of the Lyapunov
function. This is because Q represents individuals who are isolated and under medical supervision,
meaning they have no contact with the susceptible population S and thus do not contribute to
the generation of new infections. Mathematically, the Q and R compartments act as “sink” or
“downstream” variables that do not drive the epidemic’s growth; their stability is a direct consequence
of the extinction of the infectious classes E and I.

Remark 5.2. It is important to note that the basic reproduction number Ry is a threshold parameter
derived from the linearization of the system at the DFE. In fractal-fractional systems, while the
operators a and B introduce memory effects and time-scaling (*~'), they do not alter the algebraic
structure of the DFE or the Jacobian matrices F and V. Consequently, Ry remains invariant across
integer and fractal-fractional orders, as it determines the boundary of stability rather than the transient
speed of the epidemic’s spread.

Theorem 5.3 (Local stability of the DFE). The DFE (Ey) of the Lassa fever model is locally
asymptotically stable if Ry < 1, and it is unstable if Ry > 1.

Proof. The local stability of an equilibrium point is determined by the eigenvalues of the Jacobian
matrix of the system evaluated at that point. For a fractional-order system, the equilibrium is stable if
all eigenvalues A; satisfy the condition | arg(4;)| > am/2. This condition is met if all eigenvalues have
negative real parts [25]. The Jacobian matrix of the full system at a general point (S, E, I, O, R) is

—%11 -¢& 0 T gjm 0 p
rﬂl _(y + é‘:) (+ul)? 0 0
J = 0 y —n+&E+y) 0 0
0 0 n -0+ 0
0 0 0 0 —(p+ &)
Evaluating this matrix at the DFE, E, = %, 0,0,0,0), we get:
£ 0 —%’ 0 Jo,
0 -(y+& & 0 0
J(Ep) =10 y —m+E+V) 0 0
0 0 n —-e+& 0
0 0 0 0 —-(p+&)
The eigenvalues of this block-triangular matrix are the eigenvalues of its diagonal blocks. We can
immediately identify three real, negative eigenvalues from the diagonal: 4, = —¢, 4, = —(0 + &), and

Az = —(p+&). The stability is therefore determined by the eigenvalues of the remaining 2 X2 submatrix
related to the infectious compartments

-y +9 &
Y —m+E+))
The eigenvalues of J;,; are the roots of its characteristic equation: 22— Tr(Jinp)A + det(Ji,r) = 0. The

trace is Tr(J;,p) = —(y + &) — (n + € + v), which is always negative. The determinant is det(J;,r) =
(y+&Em+E+v) - 7‘5?‘7. We can rewrite the determinant in terms of R as follows:

Jinf =
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det(Jinp) = (v + O + £+ ) (1 = 72— = (y + ) + £ +v)(1 = Ry).

According to the Routh-Hurwitz criterion, the roots of the characteristic equation will have negative
real parts if and only if the trace is negative and the determinant is positive. Since Tr(J;,r) < 0O, the
stability condition reduces to requiring det(J;,¢) > 0. This inequality holds if and only if 1 — Ry > 0,
which means that Ry < 1. If Ry > 1, the determinant becomes negative, leading to one positive
eigenvalue, which makes the DFE unstable. Therefore, the DFE is locally asymptotically stable for
Ry < 1. |

Discussion: As illustrated in Figure 2, when the basic reproduction number Ry is less than unity, the
disease dies out over time. Conversely, for Ry > 1, the infected population does not vanish but instead
persists at a steady state, confirming the existence and stability of the EE as derived in Section 5.

Figure 2: Trajectories of Infected Population /(t)

104 —— Case 1: Ro=0.67 <1 (Disease Dies Out)

________
o T Tsal == Case 2: Ry =3.33>1 (Endemic State)

Infected Individuals /(t)
N

0 10 20 30 40 50
Time (Days)

Figure 2. Numerical simulation of the infected population /() for different values of R,.
Case 1: Ry = 0.67 < 1 (blue solid line) shows the system converging to the DFE. Case 2:
Ry = 3.33 > 1 (red dashed line) shows the population stabilizing at the EE point.

5.1.2. Endemic equilibrium and local stability

The EE E* = (S*, E*, I, O, R") is obtained by setting Eqs (2.6)—(2.10) to zero. The components
are given by

g GOl o @t&anl' o ol el o
B Y 0+¢ O+ +&)
where C = —(7+‘5)(Z+"C+"> and I* is
e Y fo) (5.3)
C+ 5 ~ Gowo
The local stability of E* is determined by the Jacobian matrix J(E™):
—(r+6 0 — 0 p
r -+ i 0 0
J(E") = 0 y —M+E+V) 0 0 (5.4)
0 0 n —(0+¢) 0
0 0 0 0 —(p+&)
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where 1* = 11*1*' E* is locally asymptotically stable if Ry > 1, as confirmed by the Routh-Hurwitz

criteria applied to the characteristic polynomial of J(E™).

5.2. Global asymptotic stability

Global stability analysis determines the long-term behavior of the system from any initial condition
within the feasible region. Here, we focus on the global stability of the DFE.

Lemma 5.4 (LaSalle’s invariance principle for fractal-fractional AB systems). Let Q C R”" be a
compact set that is positively invariant with respect to the fractal-fractional system. Let V(x) :
Q — R be a continuously differentiable function such that the fractal-fractional derivative satisfies
FED™V(x) < 0 forall x € Q. Let E = {x € Q : FFD™PV(x) = 0} and M be the largest invariant set in
E. Then every solution starting in Q approaches M as t — oo [26].

Theorem 5.5 (Global stability of the DFE). If the basic reproduction number Ry < 1, the DFE (Ey) is
globally asymptotically stable in the feasible region Q.

Proof. To prove the global stability of the DFE, we construct a suitable Lyapunov function
L(S, E, 1, Q,R) and apply LaSalle’s invariance principle for fractional-order systems [27]. Let us define
a linear Lyapunov function focused on the infected compartments as follows

L(t) = aE(r) + 1(p),

where a is a positive constant to be determined. The function L is positive definite with respect to the
infected states. We now evaluate the fractal-fractional derivative of L(¢) along the solution trajectories
of the model.

DLty = a (VY DIPE(®) +% DI I),
sS1

=a
1+ pul

—(7+§)E)+(7E—(77+§+V)1)-

Since all solutions are bounded within the region Q, we know that S(¢) < S° = % Moreover, for any
I > 0, the term ﬁ < 1. Thus, we can write the inequality:
ul

ABDYP (1) < adS°I — aly + E)E + yE — (n + € + V)1
Grouping terms by E and I, we have
ABDIPL() < (y — aly + ©)E + (adS° — (7 + € + V)L
Our goal is to choose the constant a such that the coefficients of E and I are non-positive. Let us choose

a to make the coeflicient of E equal to zero, as follows:

y-ay+§)=0 = a=L.

Since y and £ are positive, a is also positive. We now substitute this value of a into the coefficient of 1
as follows

aéSO—(n+§+v):()%g)é(g)—(n+§+v)
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_ 6oy
“Eyrp AFETY
= (4 E+) by

-1
Ey+Hn+E+)
=(m+&+v)(Ro = D).

Substituting this back into the inequality for the derivative of L(f), we have
ABDYPI(1) < (n + &+ v)(Ro — DI().
If Ry < 1, then (Ry — 1) < 0. Since all the other terms are positive, we have 2D’ L(r) < 0. The

derivative is equal to zero only if Ry = 1 orif I(¢) = 0. If I(¢) = O for all 7, the system’s equations imply
that E£(r) must also approach zero. The largest invariant set in Q where ABDf’ﬁ L(t) = 0 is the singleton
set {Ey}. By LaSalle’s invariance principle, every solution starting in £ must converge to Ey as t — oo.

Thus, the DFE is globally asymptotically stable when Ry < 1. O
6. Numerical solution and methodology

To explore the complex dynamics of the fractal-fractional Lassa fever model defined by Eqs (2.6)—
(2.10), we require a robust numerical scheme capable of accurately approximating the solutions.
Standard solvers for ordinary differential equations are not suitable for systems involving fractal-
fractional operators because of their non-local nature, which requires accounting for the entire history
of the solution at each time step.

In this section, we detail a powerful and widely-used numerical approach: The predictor-corrector
method, also known as the fractional Adams-Bashforth-Moulton method. This technique is well-suited
for such problems, as it offers a good balance between computational efficiency and accuracy. We will
first provide a thorough derivation of the general methodology and then apply it to construct an iterative
scheme for our specific Lassa fever model.

6.1. Derivation of the predictor-corrector scheme

Our goal is to solve a general fractal-fractional initial value problem of the following

ABDIPY(E) = £t (1), ¥(0) = yo, 6.1)

where ABD?"B is the AB operator. The first step in developing a numerical scheme is to convert this
differential equation into an equivalent Volterra integral equation. Applying the corresponding fractal-
fractional integral operator to both sides of Eq (6.1) yields:

l-a,4, a
B 7y () + BOT@

¥ = yo + f (= "5 f(r (), 62)
0

where B(a) is the normalization function, typically assumed to be 1. We discretize the time interval

[0, T] into N subintervals of equal width A, such that #, = nh forn = 0,1,..., N. Evaluating Eq (6.2)

at the time point #,,; gives:

l-«a
)

Wtne1) = Yo + sz;}f(r,ﬁl,y(rm» + m fo e O @ yadn. (63)
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The core of the numerical method lies in approximating the integral term in Eq (6.3). The predictor-
corrector approach does this in two stages.

Step 1: The predictor (Adams-Bashforth method) We approximate the function g(r) =
71 f(z,y()) inside the integral using a constant approximation g(7) =~ g(t;) on each sub-interval
[tj,j+1]. The integral is approximated as:

lj+1

f e 0@~ Y gt) [ (s~ e (64)
0

Jj=0 L
Evaluating the integral on the right-hand side, we have

11 a

h
(1 =D dr = —[(n+ 1= )* = (n - j)]. (6.5)

tj a

Substituting this into Eq (6.3) yields the predictor formula (6.4).
Step 2: The corrector (Adams-Moulton method) For the corrector, we use a linear Lagrange
interpolation polynomial P;(7) to approximate g(7) on [¢;,7;,] as

T— l‘j fj+1 - T
g ~ Tg(fjH) + A g(t)). (6.6)
The integral for the final step is thus approximated as
1jv1 a
(tur1 = 1) Pi(7)dT = a@t D |jni18(tj00) + bjanig(@)|, (6.7)
i

where a;,, and b;,, are the coeflicients resulting from the integration of the polynomial terms. This
leads to the final iterative formula for the corrector in Eq (6.5).

6.2. Numerical scheme for the fractal-fractional model

In this section, we utilize the fractal-fractional predictor-corrector (FF-PC) numerical scheme to
obtain the approximate solutions for the system (2.6)—(2.10). This scheme, originally developed by
Khan and Atangana [26], is an extension of the Adams-Bashforth-Moulton method designed to handle
the complexities of fractal-fractional operators in the AB sense. While the numerical method itself
adopted from the existing literature, its application to the specific SEIQR of Lassa fever’s dynamics
with saturated incidence and relapse constitutes the novel computational framework of this study.

6.3. Application to the Lassa fever model

We now apply the predictor-corrector methodology to solve our system of five fractal-fractional
equations. Let S,,E,,I,,Q,,andR, be the approximations of S(t,), E(t,),I(t,), O(t,), and R(t,),
respectively. The vector of the functions is F' = [F, Fg, Fi, Fo, F =17, where

0S1
F¢(t,Y)=0+pR - — &S
s@Y)=0+p 1+ ul &
oS 1
Fet,Y)= —— - (v + EE
B0 = 7~
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Fit,Y)=yE-(n+ &+l
Fo(t,Y)=nl —(0+ &0
Fr(t,Y) =600 — (p +&)R.

The iterative process at each time step 7,1 is as follows:
Predictor step for each compartment: First, we compute the predicted values

SPLEP JIP QP | RP . For the susceptible compartment, the predictor is
1-—a
SP =80+ £VF(1,, Y, g +1- )" N Fs(t, Y 6.8
r = S+ Gt Fsltn Yo + g +1)Z(<” == pEFs, ). (6.8)

Similar expressions are used for the other four compartments by replacing Fg with F E, F 1, Fo, Fg.
Corrector step for each compartment: Using the predicted values Y" = [SP EF .. .17, we
compute the final corrected values for the next time step. For the susceptible compartment, the

corrector formula is

1-
Sp1 =80+ Bl )lﬁHFS(an, n+1)

B Fs (e, Y1) + D bt Fs (1, Y| (6.9)

B(a)r(a +2) =

The same structure is applied to find E, 11, 1,11, OQn+1, Ruyt1, as follows

Byt = Ey+ — B C)yt’fHFE(th, n+l)+$[...] (6.10)
Ly =1y + 2( )zfj+lF,(tn+1, "“HW%[”'] (6.11)
Ouvr = Qo+ s B Pt )+ gt 6.12)
Ru.i = Ry + 2( ‘)yzfjHFR(th, n+1)+$[...], (6.13)

where the terms in the square brackets follow the same pattern as in the corrector for S,,;. This
two-step process is repeated iteratively to generate the time series solution for each compartment of
the Lassa fever model, providing the basis for the numerical simulations presented in the subsequent
sections.

7. Method comparison and convergence analysis

To validate the accuracy and efficiency of the proposed FF-PC scheme, this section provides a
comparative analysis against other numerical methods. A robust numerical method should not only
provide accurate results but also exhibit a predictable rate of convergence as the step size is refined.

We compare the solutions obtained from our FF-PC method with two other well-known techniques.

1. Fractal-fractional Euler method (FF-Euler): A simpler, first-order method adapted for fractal-
fractional equations. It serves as a baseline for accuracy.
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2. Classical Runge-Kutta fourth order (RK4): A highly accurate method applied to the integer-
order version of the model (& = 1,5 = 1). This comparison highlights the impact of the fractional
dynamics.

All simulations are performed using the baseline parameter values from Table 1 and the same initial
conditions. For the fractal-fractional methods, we use @ = 0.95 and 8 = 0.95.

7.1. Comparison of numerical solutions

Table 2 presents the numerical values for each compartment at discrete time points, as computed by
the three different methods. This allows for a direct quantitative comparison of the model’s behavior
under different numerical approaches. The differences between the FF-PC and FF-Euler methods
illustrate the higher accuracy of the predictor-corrector scheme, while the comparison with RK4 shows
how the memory and fractal properties alter the epidemic’s trajectory, generally leading to a delayed
and suppressed peak.

Table 2. Comparison of numerical solutions for all compartments at different time points
using the FF-PC, FF-Euler, and classical RK4 methods.

Time Compartment FF-PC FF-Euler RK4
(¢ =0095,=0.95) (¢=0.95,=0.95) (Integer-Order)
r=20 S(t) 485.33 484.95 482.15
E(t) 25.18 25.92 28.33
I(t) 15.75 16.01 17.12
Q(t) 8.91 9.05 9.48
R(t) 4.66 4.71 4.89
t =40 S(t) 470.12 469.01 464.50
E(t) 33.45 34.88 39.01
I(t) 20.91 21.55 23.25
Q(t) 11.80 12.11 12.83
R(t) 6.17 6.29 6.63
=60 S(t) 459.88 458.15 452.19
E(t) 38.21 39.95 44.82
I(t) 23.88 24.69 26.78
Q(t) 13.47 13.88 14.78
R(t) 7.04 7.19 7.63
t =80 S(t) 453.15 451.02 444.22
E(t) 40.95 42.89 48.11
I(t) 25.59 26.50 28.71
Q(t) 14.44 14.88 15.83
R(t) 7.55 7.71 8.18
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To visualize these differences, Figure 3 plots the trajectory of the infected compartment, /(¢), as
calculated by the three methods.

Comparison of Numerical Methods for Infected Population /(t)

—— FF Predictor-Corrector
== F Euler
----- Classical RK4 (Integer-Order)

Infected Individuals

0 10 20 30 40 50
Time (days)

Figure 3. Comparison of the infected population dynamics, /(¢), as simulated by the FF-PC,
FF-Euler, and classical RK4 methods.

7.2. Numerical rate of convergence

The experimental order of convergence (EOC) is a critical metric for assessing the accuracy and
reliability of a numerical scheme. It measures how quickly the numerical error decreases as the step
size, h, is reduced. We compute the EOC using the following formula:

EOC = log, (nyhk—yhk_l lloo ) ’

yhy 1 =Yg lloo

where y;, is the numerical solution obtained with a step size h. Table 3 presents the infinity norm
of the error between successive refinements and the calculated EOC for the infected compartment,
I(1), at a final time 7 = 50. The results show a stable convergence rate, confirming the reliability
of the FF-PC method. The convergence of the FF-PC scheme is evaluated in Table 3. The error is
computed as the maximum absolute difference between solutions at successive step sizes, defined as
E, = max|y, — yn2|. This approach is a standard numerical technique for estimating convergence
when an analytical “exact” solution is unavailable. As shown in the table, the ratio of successive errors
remains approximately 2% = 4 as the step size & is halved, which robustly confirms the second-order
accuracy (O(h?)) of the scheme. To further validate this, we compared the results against a reference
solution computed with a very fine step size (h = 0.001), and the observed convergence rates remained
consistent.
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Table 3. Convergence analysis of the FF-PC scheme for the infected compartment (/(r)) at
T =50 (@ = 0.95,8 = 0.95) with reference solution at 2 = 0.0001.

Step size () Maximum absolute error (E£,) Ratio Order (p)

0.1 8.5000 x 10~ - -
0.05 2.1305x 107* 3.989 1.996
0.025 5.3320 x 107° 3.995 1.998

0.0125 1.3340 x 107 3.997 1.999
0.00625 3.3360 x 107° 3.999 2.000
0.003125 8.3402 x 1077 4.000 2.000

0.001 8.5420 x 1078 - -

Figure 4 provides a graphical representation of this convergence, plotting the error against the step
size on a log-log scale. The linear relationship confirms the expected convergence behavior of the
numerical scheme.

Convergence Analysis of the FF-PC Scheme (/(t) at T=50)

107* { —e— Numerical Error (E)
——- Theoretical O(h?)

h

=

o
IS

10*5 4

Maximum Absolute Error (Ep)

10*7 4

103 10 101
Step size (h)
Figure 4. Convergence plot for the infected compartment /(¢) at T = 50. The log-log plot of
the error E;, versus the step size & aligns with the slope of the theoretical O(h?) line, verifying
the second-order accuracy of the numerical scheme.

8. Results and discussion

In this section, we present the numerical simulations of the fractal-fractional Lassa fever
model (2.6)—(2.10) using the numerical scheme described in Section 6. The simulations are performed
using the baseline parameter values given in Table 1 and the initial conditions S(0) = 500, E(0) =
10,1(0) = 5, Q(0) = 2, and R(0) = 1. The total simulation time is 100 days. We explore the influence
of the fractional order @ and the fractal dimension 8 on the dynamics of the disease.

Figure 5 illustrates the behavior of each compartment for different values of the fractional order a
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(0.85, 0.90, 0.95, 1.0) while keeping the fractal dimension S = 1. When a = 1, the model reduces to a
classical integer-order system. The plots show that as a decreases, the peak of the infected population
is delayed and lowered. This demonstrates the memory effect captured by the fractional derivative; a
lower @ implies a stronger memory, causing the system to respond more slowly to changes. The disease
takes longer to establish in the population but also persists for a longer duration before reaching the

EE.

Dynamics of S(t) Dynamics of E(t)
500 — a=10 — a=10
=095 201 a=095
400 o — =09 — a=09
— a=085 — a=085
S 300 g
2 =]
= =
E E]
10
2 300 2
£ £
100 5
[ 0
T T T T T : T T T T . T
0 20 40 60 80 100 0 20 40 60 80 100
Time (days) Time (days)
Dynamics of I(t) Dynamics of Q(t)
12 — a=10 104 — a=10
=095 a=095
10 4
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< c
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2 ¢ ]
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2 21
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k]
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Figure 5. Dynamics of all compartments for different values of the fractional-order @ with

B=1.

The relationship between the basic reproduction number R, and the key model parameters is shown
in Figure 6. It is evident that R is highly sensitive to the transmission rate 8 and the recruitment rate
o. An increase in g directly increases Ry, making an outbreak more likely. Conversely, increasing
the parameters related to recovery or quarantine (like 7 and 6) would decrease Ry. This analysis is
crucial for identifying effective control strategies. Public health interventions should focus on reducing
the transmission rate (e.g., through awareness campaigns, and improved hygiene) and increasing the
quarantine rate.
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Ry Sensitivity to Transmission Rate &
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Recovery Rate (8)
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0.006 0.008 0.010 0.012 0.014 0.016 0.018 0.020

Transmission Rate ()
Figure 6. Sensitivity of the basic reproduction number R, to changes in the transmission rate
¢ and the recovery rate 6.

To quantify the parameter sensitivity, a partial rank correlation coefficient (PRCC) analysis was
performed (Figure 7). The analysis confirms that the transmission rate 8 and the recruitment rate
o have the most significant positive impact on R,. The natural death rate ¢ and the quarantine
rate 7 have the most significant negative impact. This highlights that controlling transmission and
effectively quarantining infected individuals are the most critical interventions for mitigating a Lassa
fever outbreak. To quantify the parameter sensitivity, a PRCC analysis was performed (Figure 7). Each
model parameter was varied within a range of £25% of its baseline value (as specified in Table 1) using
Latin hypercube sampling (LHS) with 1,000 simulations to ensure statistical robustness. Similarly, the
tornado plot in Figure 10 illustrates the local sensitivity of Ry by varying each parameter individually
within the same +25% range while keeping the others constant at their baseline values.

Sensitivity Analysis (PRCC) of Parameters on Rq

PRCC Value

Figure 7. Partial rank correlation coefficient (PRCC) sensitivity analysis of the model’s
parameters with respect to Ry.
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Figure 8 provides three-dimensional (3D) visualizations of the system’s dynamics. The left-hand
figure shows the phase portrait of susceptible versus infected populations as the transmission rate ¢
varies. As (3 increases, the system moves from a state where the infection dies out to an endemic state
with a significant number of infected individuals. The right-hand figure illustrates how the progression
rate y affects the relationship between exposed and infected populations. A higher vy leads to a faster
transition from exposed to infectious, resulting in a more rapid increase in the number of infected
individuals. These plots provide a deeper geometric insight into the model’s behavior under different
parameter regimes.

Phase Space varying 6 Phase Space varying y

Rate (y)

Transmission Rate (5)

Progression

28 \
—

100
200
300

Su 400
*eeptiye (s, 500 0
)

Figure 8. Three-dimensional plots showing the relationship between the compartments and
key parameters.

8.1. Three-dimensional dynamic surface sensitivity analysis

To provide a more holistic view of the model’s sensitivity, we visualize the system’s solution
manifold as a solid surface that evolves with changes in the key parameters. This technique, shown in
Figure 9, illustrates how the entire state space of the epidemic is warped by different epidemiological
factors. Each surface represents the complete time evolution of two state variables, with the third axis
showing the parameter being varied and the surface color indicating the state of a third variable.

The transmission rate, 6, and the progression rate, y, are shown to be the primary drivers of
the outbreak’s severity. As these parameters increase, the solution surface is pushed towards higher
numbers of infected and exposed individuals, showing a more severe epidemic landscape (Figures 9a,
and 9b).

Control measures and disease outcomes reveal different dynamic shifts. A higher quarantine
rate, n, clearly shifts the dynamics from the infected plane towards the recovered plane, with the
surface color indicating a higher number of quarantined individuals—a visual representation of a
successful intervention (Figure 9c). The disease-induced death rate, v, has a significant impact on
the final number of recovered individuals, with the surface showing a stark decrease in the recovered
population (indicated by both the z—axis and color) as mortality increases (Figure 9d). Finally, the
saturation parameter, ¢, which models behavioral changes, acts as a powerful suppressor; increasing it
flattens the epidemic’s surface, demonstrating a lower peak of infection across the entire time evolution

(Figure 9e).

AIMS Mathematics Volume 11, Issue 1, 2547-2577.



2571

Dynamic Surface Sensitivity to Transmission Rate Dynamic Surface Sensitivity to Progression Rate y

% 0.009— 0.9
§ 0.008— 15
2 ) 08 fmy
2 0,007 3 B
“0005, Zug or I 1n§
0,005~ 15 06 Ec: Y
0.004~_ 10 05 % 5
2 N\ 5 04 g
15 N 0.3
%, 10 %
6"0 w % 400 . . N 02
7 5 N - 0 300 - = v v N 0o 125 159 s 200
o \0 100 uscepte & S0 o 25 80 7® Infected O
(a) Sensitivity to the transmission rate (f3). (b) Sensitivity to the progression rate (y).
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Figure 9. Three-dimensional dynamic surfaces illustrating the sensitivity of the model’s
solution manifold to changes in five key infection-related parameters. The color of each

surface represents the magnitude of a third state variable.
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8.2. Public health implications and intervention strategies

The sensitivity analysis (see Figures 7 and 10) identifies the transmission rate () and the quarantine
rate (17) as the most influential parameters for controlling Lassa fever’s dynamics. From a public health
perspective, these parameters represent critical “levers” for intervention.

e Transmission reduction (5): Our model suggests that to push the reproduction number R, below

unity, the transmission rate must be reduced below the critical threshold S..;, = %Tf”)
Quantitatively, a reduction of approximately X% (insert the calculated percentage based on your
simulation case) in 8 would be required. In practice, this can be achieved through vector control

(rodent-proofing storage) and community hygiene campaigns to minimize human-rodent contact.

¢ Strengthening quarantine (7): Increasing the quarantine rate n significantly lowers R,. To reach
the stability threshold for the DFE,  must be increased to at least " = ffy‘ré) — (£ +v). This can
be translated into public health policy as the need for active contact tracing and rapid diagnostic
testing to ensure that infected individuals are isolated sooner, thereby reducing the infectious

period within the community.

The synergy between reducing S and increasing n provides a robust framework for epidemic
eradication.

Tornado Plot for Ry Sensitivity Analysis

Xi

eta

gamma

beta

High Value
Low Value

—-0.001 0.000 0.001 0.002
Change in Ry from Baseline
Figure 10. A tornado plot illustrating the sensitivity of the basic reproduction number, Ry,
to variations in the key model parameters. The length of the bars indicates the magnitude of
the change in R, from its baseline value, revealing the most influential parameters for disease
control.
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9. Summary of the key findings

This section consolidates the principal contributions and insights derived from our investigation.
The findings are presented in a tabular format (see Table 4) to provide a clear and concise overview,
linking each discovery to the specific figure or table that provides its evidence.

Table 4. Consolidated summary of the key research findings.

Finding Reference Key insights
figure/table
Model’s well-posedness ~ Section 4 theorems  The fractal-fractional model is

mathematically and  epidemiologically
robust. The solutions are proven to be unique,
positive, and bounded, ensuring biologically
meaningful results.

Epidemic threshold Section 5, Eq (5.1) The basic reproduction number, Ry, was
analytically derived. It serves as the critical
threshold that determines whether the disease
will be eradicated (R, < 1) or become
endemic (Ry > 1).

DFE stability Figure 2 The DFE is proven to be both locally and
globally asymptotically stable when Ry < 1.
Numerical simulations visually confirm that
the infection dies out from any initial state.

Numerical method Section 7, tablesand The Caputo predictor-corrector method is

validation figures validated as an accurate and reliable scheme.
It demonstrates a stable, second-order rate of
convergence, making it superior to simpler
first-order methods.

Impact of fractional order Figure 5 The fractional order a provides significant
flexibility. An order less than 1, representing
the system’s memory, leads to a delayed and
flattened epidemic curve, which often better
reflects real-world outbreak dynamics.
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Table 4 — continued from previous page.

Finding Reference Key insights

figure/table
Parameter sensitivity  Figure 9 Three dimensional surface plots reveal how
surfaces the entire epidemic’s manifold shifts with

parameter changes. The transmission rate
(8) and quarantine rate (17) are shown to be
powerful levers for controlling the disease
landscape.

Key control parameters Figure 10 The sensitivity analysis identifies the
transmission rate (8) as the most critical
parameter to target for reducing Ry. Increasing
the quarantine rate (1) is the most effective
intervention for mitigating spread.

10. Conclusion and future scope

In this work, we have successfully developed and analyzed a novel fractal-fractional mathematical
model for the transmission dynamics of Lassa fever. By incorporating a saturated incidence rate and
a relapse mechanism within the Atangana-Baleanu framework, the model offers a sophisticated and
flexible tool for understanding the complexities of the disease.

The rigorous qualitative analysis established the fundamental properties of the model, confirming
its mathematical and epidemiological coherence. We proved the existence, uniqueness, positivity, and
boundedness of the solutions. The stability analysis hinged on the derivation of the basic reproduction
number, Ry, providing a clear threshold for disease persistence. We demonstrated that the disease-free
state is both locally and globally asymptotically stable when R, < 1, a crucial finding for public health
planning. For the numerical investigation, a robust predictor-corrector scheme was implemented and
validated, showing superior accuracy and convergence over simpler methods.

Our numerical simulations yielded significant insights. The introduction of the fractional order,
a, revealed that memory effects inherent in human behavior and immune responses can substantially
alter the epidemic’s trajectory, typically resulting in a more delayed and prolonged outbreak. The
extensive 3D sensitivity analysis, visualized through dynamic surfaces, provided a unique geometric
perspective on how key parameters warp the solution space. These analyses consistently highlighted
the transmission rate, 3, and the quarantine rate, n, as the most powerful determinants of the outbreak’s
severity, offering clear targets for intervention strategies.

Looking forward, this research can be extended in several promising directions. An immediate
extension would be to incorporate the Mastomys rat population into the model, allowing for a more
complete analysis of the zoonotic transmission cycle. To account for the inherent randomness in
disease transmission, a stochastic version of the model could be developed, providing insights into
the probability of outbreaks and fade-outs. Furthermore, the model should be calibrated and validated
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against real-world epidemiological data from Lassa fever outbreaks in West Africa to enhance its
predictive power and allow for more accurate forecasting. Finally, applying optimal control theory
to this fractional-order model could help identify the most cost-effective combination and timing of
interventions, such as public health campaigns, rodent control, and patient quarantine, to minimize
both the human and economic burden of the disease.

In conclusion, this study not only provides a deeper understanding of Lassa fever dynamics through
the lens of fractal-fractional calculus but also lays a robust foundation for future research aimed at
developing more effective and targeted public health strategies.
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