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Abstract: We investigate the structural stability of solutions to boundary value problems for the
variable exponent p(x)-Laplacian. Stability questions for such problems under perturbations of the
boundary operator, the differential operator, boundary data, or the domain have a long history and
play a central role in the analysis of nonlinear partial differential equations (PDEs). In this work, we
consider the Poisson boundary value problem with nonhomogeneous boundary conditions and study
the behavior of its solutions under variations of the exponent functions p(x). Our results extend the
classical stability theorem of Lindqvist (1987), originally formulated for constant p, to the variable
exponent setting. Moreover, our approach sharpens and generalizes the framework developed by
Zhikov (2011), allowing for nonhomogeneous boundary data and providing stronger convergence
results for the associated family of solutions. Specifically, it is shown that if the sequence (p;(x))
increases uniformly to p(x) in a bounded, smooth domain €, then the sequence (u;) of solutions to
the Dirichlet problem for the p;(x)-Laplacian with fixed boundary datum ¢ converges (in a sense to
be made precise) to the solution u, of the Dirichlet problem for the p(x)-Laplacian with boundary
datum ¢. A similar result is proved for a decreasing sequence p; “\, p.
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1. Introduction

Stability results are of paramount importance in the study of boundary value problems because
they address the dependence of the solutions on the data. In the particular case of boundary value
problems involving the p-Laplacian, there is special interest in the behavior of the solutions u, with
respect to variations of the parameter p. For p independent of the space variable, a stability result
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for the Poisson’s problem with vanishing boundary value was studied in [16]. The corresponding
generalization to variable p was carried out in [15]. This article is devoted to the discussion of stability
for the solutions of the Poisson problem with Dirichlet boundary condition

(1.1)

Apy(w) = div ([VwPO2Vw) = f € WOQ) inQ,
Wla = ¢

under perturbations of the parameter p(-). In (1.1), Q is a bounded, smooth domain whose boundary

and closure are denoted by dQ and Q, respectively, and p = p(x) is a function on Q.

The following notation is standard and will be employed throughout:

p- = inf p(x), p, = sup p(x). (1.2)
Q Q

The central results presented in this work are Theorems 1.1 and 1.2.

Theorem 1.1. Let Q C R", n > 2, be a bounded, smooth ( at least C') domain with boundary 0Q and
closure Q. Consider a non-decreasing sequence of functions p; : Q — [1,0), p; € C(Q) such that
pi — p uniformly in Q, 1 < (p))- and p, < oo. Fix ¢ € WO(Q) and f € (W&’(p])‘(ﬂ))*. For each
i € N let w; € W'PiO(Q) be the solution to the Poisson’s problem (1.1) corresponding to p = p;. Then

(i) there exists w € WIPO(Q) such that the sequence (w;)isx converges weakly to w in WPxO(Q), for
each k,
(i) for each I, |lw; — wll|p,cy = 0asi — oo,
@) IV = wlllp,y = 0 asi — oo.

Moreover if the limit function p satisfies the log-Holder condition (2.8), then the limit w belongs
to W'PO(Q) and it is the unique solution of the problem (1.1).

Theorem 1.2. Ler Q be as in Theorem 1.1 and let the sequence (p;) € C(Q) decrease uniformly to p.
Let o € W'"P1O(Q) and f € (W(;’p(')(Q))*. Denote by w and w; the unique solution of the problem (1.1)
with exponent p(-) and p;(-), respectively. Assume 1 < p_, p, < oo, and that for some J € N, it holds
thatfleIpJ(')a’x < co. Then,

Q

f IV(w; = w)[PPdx — 0 as i — co. (1.3)
Q

Theorem 1.1 should be compared to a related result in [17], in which the behavior of the solution u,,
of (1.1) with f = 0, as p — oo is characterized.

Variable exponent spaces can be traced back to Orlicz’ 1931 paper [18] and since then, especially in
the last few decades, they found their way into a variety of applications, such as the mathematical
description of the hydrodynamics of electrorheological fluids [11], image restoration and super
resolution [3-5], elasticity theory [21] and the mathematical setting of Lavrentiev’s phenomenon [20].

AIMS Mathematics Volume 11, Issue 1, 192-210.



194

2. Notation, terminology and known auxiliary results

The main results and definitions in this section have been dealt with in [7, 14]. In the sequel,
Q c R” will stand for a bounded, smooth domain with boundary 0Q and p : Q — (1, o) denotes a
Borel-measurable function subject to the constraints

1< p- = inf p(x) < sup p(x) = ps < 0. 2.1)
Q
The next definition concerns the variable exponent Lebesgue and Sobolev spaces and their

corresponding Luxemburg norm.

Definition 2.1. [7, 14]

LoQ) ={r: f ILf ()PP dx < oo, for some A > o}

Q

and the Luxemburg norm is defined by

I f1lp¢) = inf {/1 >0: f(lf(x)l//l))p(') dx < 1}.
o

It is a routine exercise to show that when p is constant on €, the above defined spaces coincide with
the usual Lebesgue spaces.
If p < g are measurable functions in Q, the embedding LI/©(Q) — LPY(Q) is continuous, that is there
exists a positive constant C(p, ¢) such that [[ull,; < C(p, @)llully, for any u € L1O(Q); see [14].
The following lemma is elementary, so its proof will be omitted; the reader is referred to [14] for
the details.

Lemma 2.1. For p satisfying (2.1) and u € LPO(Q), it holds that

1

min (flu(x)|p(x)dx] ,[flu(x)|p(x)dx] < ”l/al(.) < max f|u(x)|p(x)dx , f|u(x)|p(x)dx
Q Q g J

(2.2)

=

The following is the variable exponent version of Holder’s inequality and will be used in the sequel.
We refer the reader to [14] for the standard proof.

Lemma 2.2. Let p and q be variable exponents satisfying (2.1) and p(x)_] +q(x)"! = 1in Q. Then, for
u € LP(Q) and v € L1O(Q), it holds that

fluvldx < 2full peoIVllge- (2.3)
Q

As is expected, the generalized Sobolev spaces W!*0)(Q) introduced next are the natural habitat for
the solutions of second order partial differential equations with non-standard growth. Specifically,
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Definition 2.2. [7, 14]
WhrO(Q) = { f:fell Q) and |Vf| e LP(')(Q)},
where |V f| stands for the Euclidean norm of V f and the Sobolev norm is defined as

W Uy = 1Moy + VAUl - (2.4)
The Luxemburg norm closure of C°(£) in WhPO(Q) will be denoted as W(;’p (')(Q).
The following theorem is well known; see [14] for an elementary proof.

Theorem 2.1. [9, Proposition 2.5,(ii)], [14, Theorem 3.10 (vi)] Let p € C(ﬁ) satisfy p- > 1. Then
the functional
WP (Q) 3 u — [[IVulll (2.5)

is a norm on Wé’p (')(Q) , equivalent to the Sobolev norm (2.4).

Remark 2.1. Notice that under the assumption p € C(Q) one has, for any x € Q
lim p(y) = p(x). (2.6)
Qsy—x

Hence, p is *-continuous on Q ( [14, p. 605]). In conjunction with [14, Theorem 3.10, (iv)], this
observation yields the proof of Theorem 2.1.

In the sequel, it will be understood that any space Wg’q(')(Q) is equipped with the norm u — [[[Vull|4..

Theorem 2.2. If Q C R" is bounded, and p € C(Q) satisfies the bounds (2.1), then the embedding
Wy P(Q) — LPO(Q) (2.7)
is compact, and the space W'P"(Q) is uniformly convex (hence reflexive).
Proof. See [1,14,15]. O
The next theorem will play a pivotal role in the proof of Theorem 1.1.

Theorem 2.3. Assume there exists M > 0 such that for all x,y € Q it holds that

Ip(x) = p)| < M|log |x — ylI”". (2.8)
Then Wy"(Q) = W'PO(Q) N W (Q).
Proof. See [10, Theorem 2.6]; see also [12]. O

As is customary, the dual space of a Banach space X will be denoted by X*, and (f, x) will stand for
the action of f € X* on x € X.
It is well known [14], that if Q C R” is bounded, and p < g in Q, then W'O(Q) — W'PO(Q) with
continuous embedding, and thus

(Wl, p0) (Q))* N (Wl,q<->(Q))* (2.9)

continuously.
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Remark 2.2. Notice that as a consequence of the preceding discussion, if f € (W&’p (')(Q))*, and
(uj) C WS"’(')(Q) converges weakly to u € Wé’q(')(Q), then (f,u; —u) — 0.

The following theorems are particular cases of [13, Theorems 3.2 and 3.3].

Theorem 2.4. Let QO C R" be a bounded, smooth domain, p : Q@ — R be a continuous function subject
to the constraints (2.1). Then, for any ¢ € W'"O(Q) and f € (Wé’p (')(Q)) , there exists a unique

minimizer u, € Wé’p (')(Q) to the Dirichlet integral
IV(u — @)(x)|"™)

WP (Q) 3 u — dx — (f, u). (2.10)
p(x)

Setting w = ¢ — u, the following immediate consequence of Theorem 2.4 is obtained.

Theorem 2.5. Let QO C R" be a bounded, smooth domain, p : Q — R be a continuous function subject
to the constraints (2.1). Then, for any f € (Wé’p “(Q)) and any ¢ € W'"PO(Q), there exists a unique
weak solution w € WPO(Q) to the Dirichlet problem

(2.11)

Apyw = div ([VwPO2Vw) = £ in Q,
wlaa = ¢.

Specifically, w satisfies the identity

- f IVWIP2 Vw(x)Vh(x) dx = {f, h) for any h € Cy (),
Q

andw — @ € Wé’p(')(Q).

Remark 2.3. As Qis assumed to be of class C', this definition is consistent with the classical pointwise
definition; see [2, Théoreme IX.17, p. 171].

Remark 2.4. As is apparent from theorems 2.4 and 2.5, the null function O is a solution of
problem (2.11) if and only if ¢ € W,"(Q) and f = 0.

The following lemma will be used in the sequel.

Lemma 2.3. [8] Let Q C R" be a bounded domain and p and g be real-valued-measurable functions
on Qwithp < qg<p+einQ, with < € < 1. Then, for a measurable function f : QO — [—o0, 0]
it holds

f IF(0)IPPVdx < €|Q| + €€ f |f ()17 dx. (2.12)
Q Q
Proof.

[rerear= [ ywreae [ rcoreae [ iror
Q

{If1<e} {e<IfI<1} {I/1>1}
=L+L+1.
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The first integral, Iy, is clearly bounded by f e’Wdx < €|Q)|. As to I,, observe that
Q

I = f F@PO 1) f(@)dx < € f F @I dx.

e<|fl<1 e<|fl<1

In conclusion,

f FIdx < el + €7 f FI"Oddx + f " elx
Q

e<|fl<1 [f1>1

<€eQ+ €€ f |f ()" dx.
Q

Corollary 2.1. Under the assumptions of the preceding theorem, for any f € L1(Q), it holds that
Igllpc) < (€l + € ) liglly)- (2.13)

Proof. Let A > 0 be chosen so that f |¥|qm dx < 1. Estimate 2.12 holds that for % in the place of f,
Q

o+ e[|
Q

yielding

p(x)
dx < 1. (2.14)

Because (e]Q + €)' < 1,

p(x) p(x)
f __ 8@ < (ol + ) ﬂ@ dx < 1. (2.15)
(€lQ+ e €)A A
Q Q
Thus, (€|Q + €7€) A > ||gll ), and (2.13) follows immediately. O
In particular, for p < g < p+ein Q and f € WH0(Q), it holds that
Ifllpe) < (el + €)1 f1l1g0)5 (2.16)
and it follows that the norm of the embedding (2.9) is at most (€|Q| + €°€) .
Corollary 2.2. Under the assumptions of Theorem 2.3,it holds that
p(x) q(x)
f PO e <l + (1 + ¢) f LIS 2.17)
9 p(x) J q(x)

Proof. The proof follows from applying estimate (2.12) to the function p_%l fl, defined on Q and
observing that q(x)p(x)_z% <(1+¢€)onQ. |

The following elementary, technical lemma will be singled out for use in the sequel.

AIMS Mathematics Volume 11, Issue 1, 192-210.



198

Lemma 2.4. Let (p;) p; € C(Q), p; — p uniformly in Q, and f € LPOQ), f; € LPO(Q) for each i € N.
Assume that f P gy (U g s i —s 0o, Then f|fi(x)|p"(x)dx - f|f(x)|p(x)dx as i — oo.
Q Q

pi(x) o p(x)
Proof.
f OO = f i S - f o LB g+ f fore LS s
: i(x) (x)
f o P = PO p(x) Jes f(lﬁ(x)l” ~ If(x)lp )p(x) . f|f(x)|p<x) .
pi(x) pi(x) p(x)
Q Q
]
The next theorem describes a fundamental geometric property of the functional
. \v/ p(x)
WP (Q) 5w — F(u) = pyy(w) = %dx, (2.19)

where |Vu| stands for the Euclidean norm of Vu.

Theorem 2.6. Given a domain Q C R" and a function p : Q — Rwithp € C(Q) and p- = iIglzf p(x) > 1,

the functional (2.19) is uniformly convex, this means that for any € : 0 < & there exists 6 : 0 < 6 < 1
such that for any pair u,v € W-0(Q)

u—v Ppey (W) + ppey(v) u+v Ppey (W) + ppey(v)
o) (_) S P p() " (_) <1 -6 rOW) (2.20)
2 2 2 2
Proof. The proof is rather involved; the interested reader can find it in [1]. Notice that the boundedness
of p is not needed here. O

3. Proof of Theorem 1.1

Consider a non-decreasing seq*uence (p;) with p; € C (Q) and 1 < p; — p uniformly in Q. Fix
pe WP (Q)and f € (W1 (P)- (Q)) it is assumed that 1 < (p;)- = 1gfp1

For each i, let u; be the unique minimizer in Wé Pi(Q) of the functional

V(u — pi(x)
Fiu )_fl (u "i)()xﬂ dx — {f, ), 3.1)

whose existence is guaranteed by Theorem 2.4. It has been shown in [13] that w; = ¢ — u; is the unique
solution of the Dirichlet problem (2.11) with p = p;.
To facilitate the flow of ideas, the proof of Theorem 1.1 will be split into several lemmas.

Lemma 3.1. Let (u;) be the sequence of minimizers introduced above. Then, for any J € N, the
sequence (u;);>y is bounded in Wé’p ’(')(Q).
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Proof. Fix € : 0 < € < e”! and a natural number J such that i > J = ||p; — plle < $. Then, for i > J,
one has u; € W(;’p ! (')(Q). Assume first that f [Vu;(x)[””®dx > 1. Then, on account of Lemma 2.1,

Q

=
WVuilll,, ¢y < [fwui(x)lp’(x)dx]
Q

by virtue of Lemma 2.3. It follows that

f|VMi(x)|p"(x)dx <|Ipi = pslllQl + llpi = pyll Il fqu,-(x)l”"(")dx

Q

<€elQ+ € f 20

Q

(g

Q
pi(x)

dx

- i(X)
< €Q| + 6—52P+—1 fpi(x)|v(ul ‘10)(X)|p dx + flV(p(x)lp[(X)dx
pi(x) o

Q

- QI

V(u;
< Q)+ e 21 p, f Vi
o pi(x)

+e 2! (}h(f, ;) + f V(I ’(x)dX]-
Q

Due to the minimal character of u;, one has

. i(x) i(x)
f V(i — p)(0)P dx— (Fup | < f [V (x)[P¢ dx
o pi(x) o pi(x)

s‘fWV¢umm@dx
Q

dx —(f, ui>]

and by virtue of Lemmas 2.3 and 2.1 and the choice of j, the latter is bounded above by

€Ol + €€ f IV (x)[PPdx
Q

where a = p_ if f [Vo(x)[PPdx < 1 and @ = p, otherwise.
Q

On the other hand, f € (Wy ™" (Q))" < (W, ™€) : also

< (el + e “IVell3),

IIVuilllp- < COMVuilll,,

for a certain positive constant C(J) independent of i. Thus,
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< e‘fzp+‘1p+||f||(W5,<m),(Q))*C(Jnnwlw||p,<.) (3.8)
)
1 _—enpi- ==t (py)-—1
<[5 'e2r! Y N —
( VPl ) o
1 (pn)-
+ —— (SCDIVuillc
(p])— ( pi( ))
1
In particular, for 6 = (%)“’”’ (C(J))7, it follows that
ey 1 )
€2 pul(ful < A+ IVl (3.9)
where
T (py) - 1
A= |5 Tecor! e A Ly
( 2Py ) ) o
Thus, (3.2), (3.3) and the estimates thereafter yield
1 —€ - —€ a
SVl < el + €27 p. (el + €IVl ) (3.10)

+ A+ e (el + eIVl

In conclusion, for any j > J,
1
Vuillly,) < max {1,2B}?r-, (3.11)

where B is the right hand side of (3.10), which does not depend on i.
It follows that the sequence (u;) is uniformly bounded in Wé’p ! (')(Q), as claimed. O

Lemma 3.2. In the preceding notation, there is a subsequence of the sequence (u;) that converges

weakly in each Wé’p (Q), to a function u € Wg’p Q).
j=1

Proof. Fix J € N. Theorem 2.2 in conjunction with the theorem of Banach-Alaoglu yields the existence
of a function v; € W(;’p ! (')(Q) and a subsequence (u;4,),>1 that converges to v; weakly in Wé’p ! (’)(Q).

Applying the preceding reasoning to the sequence (ui;)jom C Wé’p “"’"(')(Q) for any m > 1 and
denoting its weak limit by v,,,, it is immediate that v;,,, = v;. Hence, the weak limit does not depend
on J and it can be written v; = u. One quickly obtains

ue ﬂ Wy, (3.12)
i=1

O

Remark 3.1. In the sequel, as is customary, the subsequence (u;.4;);>1 Will be denoted by (u;) and the
subsequence (p4;) of the sequence (p;) will be relabeled (p;).

The next order of business is to prove that u € W!'O(Q). To that effect, we start with the
following assertion.
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Lemma 3.3. The weak limit function u whose existence is proved in Lemma 3.2 satisfies

[ IVu(x)P@Wdx < co.
Q

Proof. Let n > 0 be arbitrary and fix v € Wé’p (). Choose 0 < € < ¢! and 0 < 6 < 1 such that

€e(l1+¢)<(1+9)and

- (x)
max | 35 f VO = DN el (1 + (1 + ), kvl ol f ]| < 2,
9 p(x) 5

(3.13)

and k € N large enough so that j > k = (1+0)(f, uj—u)| < g and ||p;—pll~ < 5. Because the functional

[V(w = @)(x0)|)

d
() *

Wy Q) s w -

is weakly lower semicontinuous, it follows that

_ Pir(x)
V= o)l dx < liminf
Pi(x) Jjzk

dx.

f IV(u; — @)(x)|P
9 Pi(x)

In what follows, let r(€) = € (1 + €). Corollary 2.2 yields, for j > k,

- k(X) . i(x)
fIV(M; )" dXS€|Q|+’”(E)f|V(u] )" dx.
Q Q

pr(x) pj(x)

Because v € W(;’p Q) — Wol’p g (')(Q), one has, by virtue of the minimizing property of u;,

— i) - o
f Vs — N fup < f s~ (f
J pj(x) o Pix)

and invoking Lemma 2.3 again, one obtains

— (%) — (x)
YOO < b e [0,
Q

PX) p(x)

In conclusion, for fixed k as above and j > k, on account of inequality (3.16), one has

o L) = /0
f ik dx < €lQ| + r(e) f e dx—<{f,up)
Pi(x) Pi(x)
9 Q
+ r(e)f, u;)
_ i(X)
< €lQf + r(e) f |V(v DO g - fv)
J pj(x)
+ r(e)}f,u;)

(3.14)

(3.15)

(3.16)

(3.17)

(3.18)

(3.19)
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_ (x)
<eQ|+r(e){e|Q|+r( ) f Ve f)gx)lp dx—(f,v)}

+r(e)f,u;)

_ (x)
<ema+w@n¢@{N)jW(V PP d-%ﬁw]

+ r(6)<f uj)

V(v — p(x)
5>f'W OO e — (£ v) = (E) = (o)

+ r(6)<f’ u,/ - I/l> + r(6)<f’ Lt)
V(v - <P)(x)|”(x) f V(v - 90)(x)|”(x)
p(x)

n
<—-+36
-5

Q
+Ofml+ A+ 0O f,uj — wl + (r(e) = DXf, u) + {f, u)

_ (x)
V(v — p)(x)|P dx — {f,v) + {fou) + 1.
p(x)

In all,

lim inf
jzk

f IV(u,; - 90)(X)|”(x)
Pi(x)

Q
that is, according to (3.15), for any > 0,

f IV (u — @)(x)|P J f V(v — @) ()P
x <
Pi(x) p(x)

dx—(f,v>+<f,u>+77-

Consequently,

f IV (u — @)(x)P™ dix < liminf f IV (u — @) (x)|Pr i
p(x) nzk Pn(X)

_ (x)
V(v — )(x)|” dx = (Fov) + (fou) + 1
p(x)

In particular, the preceding inequality yields

Vu|P V(u— P \V/ p(x)
V4l MS%1{|otwm|d4_|¢md4<

p(x) p(x) * p(x)
Q Q

That is |Vu| € LPO(Q), as claimed.

dx —<f,V>

_f}ﬂwmew%m—mw+mm+m

(3.20)

(3.21)

(3.22)

(3.23)

(3.24)

O
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Remark 3.2. Because p; — p pointwise, Lebesgue’s dominated convergence yields

V@ — o))" J f V(u — o))"
X —
pj(x) J p(x)

dxas j — oo (3.25)

and on account of Lemma 2.4,

f IV(u — @)(x)[P"Ydx — f V(i — )(x)|"Pdxas j — . (3.26)
Q Q

The next series of lemmas aims to improve the weak convergence statement u; — u as j — oo.

Lemma 3.4. If (u;) is the sequence of minimizers defined in Lemma 3.2, then

f IV = @) Vdx — f IV~ @)(x0)I"Pdxas j— oo, (3.27)
Q Q

Proof. Fix €,6,n, and k as in the proof of Lemma 3.3. Observe that due to the minimal character of u,

_ (%) _ x(xX)
[Py gy [T (328)
Q

Pi(x) Pi(x)

Taking into consideration the fact that u; — u weakly, it follows from the above that

\v/ _ Pr(x) V(u — Pr(x)
Jim sup f (x — @) (X)) dx < lim sup V(1 — @)(x)l
Pr(x) e Pr(x)

dx, (3.29)
k

whereas the fact that [Vu| € L”(Q) coupled with a straightforward application of Lebesgue’s dominated
convergence theorem, yields

V(=P V(= @)X

lim dx = dx. (3.30)
koo Pi(x) p(x)
Q Q
On the other hand,
\vj _ pr(x) \vJ L Di(x)
f V= OO ) liminf f V&, = O™, 3.31)
Pi(x) jzk Pi(x)
In turn, for j > k, one has, owing to Corollary 2.2,
V(u: — Pr(x) V(u: — pj(x)
f V0 = PO < o+ el + o) f MACT Rk 2150/ P (3.32)
Pi(x) pj(x)
Q Q
V(u: — pj(x)
<p+(1+ 5)f IV, = 9O
J pj(x)
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Thus,

V(u: — Pi(x) V(u: — pj(x)
lim inf f Vi ~ P dx <7+ (1 + ) liminf f V@ — W,
Jzk pir(x) Jzk Pi(x)

and it follows from (3.31) that

— x(X) _ (x)
. fIV(u PO fIV(u P
k—o0 pk(x) p(x)

V- P

dx.
p(x) *

S77+(1+5)1im.inff|
J
Q

In all, from (3.29), (3.30), and (3.34), one deduces

f V(g — @) ()| dx < f IV(u — ) ()P

d
() () *

lim sup
k

V(u: — ()
<+ +6)liminf f VG = )
J Pj(x)

which in conjunction with Lemma 2.4 yields (3.27).
The following, similar result can be proved along the same lines:

Lemma 3.5.

p](x)
dx — f V(i — @)(x)["Pdxas j — co.
Q

[Io(5-eof
Q

Proof. Because % € WHPe(1)(Q), the minimality of u; yields the inequality

u +uk Pi(x)

—90 (x)

_ k(x) V
IV — o) ()" dx— (f.u >_f‘

dx —{f,u).
() x= i

Pi(x)

Thus, owing to (3.35),

Pr(x)
Viu— P Vi — P V(45 - o) (x)
D= DN | [T O f‘ )
p(x) e Pr(x) Pr(x)
— Pr(x) - Pr(x)
<11msup V(s — 9)(0) dx + V(e — @)(0)| dx
ko2 Pi(x) 9 P(x)

IV — @)(x)1"

dx.
p(x) g

(3.33)

(3.34)

(3.35)

(3.36)

(3.37)

dx (3.38)

AIMS Mathematics Volume 11, Issue 1, 192-210.



205

The latter yields
'V U+ QD (x) Pi(x) )
~ IV(u — @) ()"
li dx = dx. 3.39
- S“pf i) * f P (339
Q
It has been shown in the first part of the lemma that it holds
- p(x) _ Pk(X)
f IV(u — )(x)| dx = lim f IV(u — )0 dx: (3.40)
p(x) koo Pi(x)
Q
also
W ‘V u +u Pk(X)
Y(u — Pr(x
VG = DO e < limint f dx (3.41)
Pi(x) J2k pk(x)
u u Pj(x)
v (45" - ) 0
<17+(1+6)11m1nff dx.
pi(x)
From (3.30) and (3.41) one concludes
pj(x)
V Ll]+u _ (p (x) / V B ()
f ‘ ) ‘ dx — V=)l dx as k — oo, (3.42)
pj(x) p(x)
Q
which yields Lemma 3.5 via Lemma 2.4. m|

The following result yields a stronger convergence result for the sequence of minimizers.

Theorem 3.1. Let (u;) denote the subsequence introduced in Remark 3.1. Then it holds that

lim f V(- )| dx = 0. (3.43)
j—oo

Proof. The proof of (3.43) uses the two preceding statements in conjunction with the uniform convexity
property stated in Theorem 2.6.
First, observe that by Remark 3.2, one has

f IV(u — @)(x)|P' dx — f IV(u — @)(x)P
pi(x) p(x)

dx. (3.44)

On account of (3.35) and (3.44), it follows that there exists a constant C(u, ¢), depending only on u, ¢,

for which
IV(u - 90)(X)|1"'(") f V(i — )(x)|”"
pi(x) pi(x)

dx < C(u,p) = C. (3.45)
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Let 6 > 0 and assume that for a subsequence (p[,k), it holds that f |V(u = u)(x)|pj"(x) dx > 6. Then,
Q
V L pjk(x)
g f M dx> 6 (3.46)
Q
and
V L pjk(x) 6
f Vi =m0 s pmg = 01O (3.47)
2 C
Q
— p[(X) pi(x)
> 2_,,+ IV(u — ¢)(x)] f IV(u; — o))l dx
pi(x) pi(x)
IV (u— tp)(X)I”'(‘) IV (=) (0)|Pi)
(Qf pit) +f pitx) dx)
=2! 1’+ ? .

2

On account of Theorem 2.6, it follows that there exists 7 : 0 < i < 1 for which

i(x) V=)0l ”) Vi) ()P (“)
'V W’ - 90) (x)‘p g P f Pi0)
dx<(1-n) . (3.48)
f pi(x) 2
Letting i — oo in the last inequality leads to a contradiction. O

The final step is to verify that u € Wé’p (')(Q). To this end, it remains to show that u € LPO(Q)
and that u can be approximated by C’(€2) functions in the norm || - ||; ,). This is proved in the
ensuing proposition:

Proposition 3.1. The limit function u obtained in lemma 3.2 belongs to W(])’p D).
Proof. Observe that because p; / p, for any x € Q with p(x) < n, one has

np;(x) np(x)
n—pix) " n-p)’

also,
np(x) PP p’ 1
- px) = 2 .
n— p(x) n—-px) n—-p. n-1
Consequently, for large enough j,

npi(x) _ np(x) 1
n—pjx) e p(x) n-1 > p(x). (3.49)

={x:1<pkx)<n};Q ={x:n—-r<plx) < py+r}. Then, Q; and Q, are
open, and Q) = Q 1 UQy; let {x1, 2} be a partition of unity subordinated to the cover {€Q;, Q,}. It follows
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nj
that wy, € W, "/(Q) for k = 1,2 and all j € N, whence uy, € W,”(Q,) ¢ L™1”(Q)) € LP(Q) for j
chosen so that (3.49) holds. Similarly, the choice of r yields n> — r(p + n) > n* — r(p, + n) > 0. Thus,
n* —rn > rp, and

w2 € Wy (Qn) € Wy (@) € L7 (@) € L)), (3.50)
In conclusion, u = uy + uy, € LPY(Q), and it follows that
we W@ ([ W " @]
j=1
On account of Theorem 2.3, it must hold that u € Wé’p (')(Q), as claimed. O

Corollary 3.1. The original sequence of minimizers alluded to in Lemma 3.1 converges weakly to
ue Wé’p (')(Q) in every W(;’p ! (')(Q), and Theorem 3.1 holds for the original sequence (u;).

Proof of Theorem 1.1. The proof of Theorem 1.1 follows by observing that for each i, w; = ¢ — u; and
wW=¢p—u.
Proof of Theorem 1.2. In this case, the sequence of minimizers (u;) of the functionals

_ i(x)
WIPO(Q) 5 Fi(v) = f Ve ‘”()()x)lp dx — (f,v) (3.51)

is in fact bounded in W(;’p (Q). The proof will be sketched, because it follows along the same lines as
that of the boundedness of (;) in Theorem 1.1. Due to the assumption on ¢ and on the sequence (p;) it
is immediate from Lemma 2.3 that for i as large as necessary for ||p — pillo < 1,

f IVo(x)["Ddx < ||pi — pilleolQl + [Ip; — pul| el f IV (x)|P' D dx. (3.52)

Also,
f IVu;(x0)PVdx < ||pi = pllolQ + [Ipi — plIIFrl f |Vui ()P dx. (3.53)

Using the same ideas as in Lemma 3.1, it can be shown that the sequence (ﬂf IVu,-(x)ll"'(x)dx) 1s bounded.

Hence (u;) is bounded in WS P (')(Q) and therefore that there exists u € W(;’p (')(Q) and a subsequence (u;)
of the sequence of minimizers (see Remark 3.1) such that #; — u in Wé’p © Q).
In this setting, one has

f V() — Q)" Vdx — f V(= @)D" Vdx as j— co. (3.54)

Indeed, owing to the weak lower semicontinuity of the minimal character of u; and the integrability
assumption on u, one has

_ p(x)
V= @O ) fimint
p(x) =y

(x)
f IV (uj — o) (x)I? dx. (3.55)

p(x)
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and for any fixed 0 < € < ¢”! and J so large that j > J implies ||p ;= Pllo < 5, one has (Corollary 2.2)

o )  — i)
f T = eXoP dx < €lQ + e (1 + e)f T eXeor dx (3.56)
o

p(x) pj(x)

= €lQl + e (1 + e)Fj(u;) + € “(1 + e){f,u;)
< €lQl+ e (1 +e)F;(u) + € (1 +e)Xf,u;).

Taking lim sup in (3.56) and observing that because |Vu| € LPY(Q) for some py,

_ (X)) _ (x)
hmsupF(u)—hmsup[ f V= DO >] f Vi "D)(x)lp dx — (f,u), (3.57)

pj(x)

and that lim supj(f, u;) = (f,u), it follows that

()C) X
hmsu flV(uJ Sl < V(= )" )dx; (3.58)

p(x) - p(x)

coupled with (3.55) and using lemma 2.4, the latter yields (3.54), because p is bounded in Q.
Statement (1.3) in Theorem 1.2 follows from uniform convexity along the same lines as in the proof of
Theorem 3.1.

4. Conclusions

In this article we have proved stability of the Poisson’s problem for the p(x)-Laplacian with
nonhomogeneous boundary conditions with respect to the variation of the exponent p(x). Our result
relies solely on modular uniform convexity, the variational structure of problem (2.11), and the high-
precision embedding (2.1). This opens a promising line of work in the application of our techniques to
study structural stability of other problems, such as the Neumann problem for Poisson’s equation,
the Poisson’s problem for Kirchoff’s operator, and the Poisson’s problem for double-phase type
operators [6].

Our work improves some of the results obtained by Zhikov in [19]. Specifically, in [19,
Theorem 3.1] a sequence of exponent p. — p a.e. is considered, subject to the condition

l<a<p(x)<p 4.1)

and it is shown that the sequence of solutions of problem (2.11) with variable exponent p.(-) and ¢ = 0
converges weakly in WOI’“(Q) to the solution u of (2.11) with ¢ = 0. This result is to be contrasted with
our Theorem 1.1, which, though under stronger assumptions, includes arbitrary boundary datum and
yields much stronger convergence results, because Wé’p (')(Q) c W&"’(Q).

On a final note, we point out that in principle there seems to be no obstacle for the application of
our techniques to the [19, Thermistor problem (17.1)] to obtain stability with respect to the exponent
of the Dirichlet problem with non-vanishing boundary value.
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