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experiments.

Keywords: sum of linear ratios problem; global optimization; linear relaxation technique; separable
nature; computational complexity
Mathematics Subject Classification: 65K05, 90C26, 90C32

1. Introduction

Fractional programming is an important class of nonlinear optimization that has attracted significant
interest from researchers over the past few decades. The sum of linear ratios problem (SLRP) is a
type of fractional programming problem that has many real-world applications, such as investment
and financial planning [9, 25], government contracting problems [7], transportation and logistics [2],
economic benefits and production control [31], multi-objective optimization [3, 8], and so on [33, 34].
Specifically, a real-life example and application are given as follows:
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Minimum area convex hull problem: Because the minimum area convex hull problem considered is
in two-dimensional space, the dimension of the variable of the problem considered is 2. The minimum
area convex hull problem can be transformed into a minimum convex polygon area problem containing
all points. The minimum convex polygon area problem including all points can be transformed into
a sum of linear ratios problem with 2 variables. When a convex polygon contains a large number of
vertices, there are a large number of linear ratios in the minimum convex polygon area problem, that
is, the number of linear ratios is much greater than the dimension 2 of the variable. In summary, the
mathematical modeling of the minimum area convex hull problem in two-dimensional space can be
written as follows:

min
p∑

t=1

f̄t(x)
ḡt(x)

, s.t. x ∈ X,

where f̄t(x) and ḡt(x) are linear functions, x ∈ R2, X is the feasible region, p ∈ N+, and p � 2.
Regarding this model, please refer to [1].

Furthermore, due to the non-convex objective function of this problem, there may be multiple local
optima that are not global optima, which brings enormous theoretical and computational complexity to
solving this problem. Therefore, the sum of linear ratios problem is NP hard [4, 28], and solving such
a problem exists important practical applications and computational difficulties.

In this paper, we will investigate the following sum of linear ratios problem:

(SLRP):


min f (x) =

p∑
i=1

d>i x + ci

e>i x + gi
,

s.t. x ∈ χ = {x ∈ Rn | Ax ≤ b, x > 0},

where A ∈ Rm×n, b ∈ Rm; di and ei ∈ Rn, ci and gi ∈ R, i = 1, . . . , p; χ is a nonempty bounded set; and
for any i = 1, . . . , p, c>i x + fi and e>i x + gi are affine functions over χ; e>i x + gi > 0, for all x ∈ χ.

Over the past few decades, many researchers have proposed various algorithms for the sum of
ratios problem with a small number of ratios and large-size variables. For example, by utilizing
the convex and concave hull approximation techniques of univariate fractional functions, Shen and
Wang [32] proposed an outer space branch-and-bound algorithm for globally solving the sum of linear
ratios problem with coefficients. Borza and Rambely [5] presented a non-iterative and straightforward
method with less computational expenses to deal with the sum of linear fractional functions over a
polyhedral set. Jiao and Liu [13] designed a global optimization algorithm for solving the sum of
linear ratios problem by combining the bilinear relaxation technique with the outer space branch-
reduction-bound search. Shen et al. [30] designed a spatial branch-and-bound algorithm by using
the resulting second-order cone relaxation bounding technique. The literatures [16–18] presented
several spatial algorithms for the sum of ratios problem with a small number of ratios and large-size
variables. In addition, based on recent monotonic optimization theory, Phuong and Tuy [29] proposed
a unified monotonic approach for the generalized linear fractional programming problem. Based on
the variable dimensional space partitioning search and the different two-stage relaxation techniques,
Jiao et al. [19, 20] proposed two global algorithms for the generalized linear fractional programming
problem and generalized polynomial problem, respectively. Specifically, the literatures [14, 15]
provided, for the first time, two outer space branch-relaxation-bound algorithms for generalized linear
fractional programming problems and generalized affine multiple product programming problems.
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Recently, Li et al. [26] proposed an outer space branch-and-bound algorithm for linear ratio
problems based on the inverse denominator outer space partitioning search and the direct relaxation
bounding technique. Based on the entire fractional image space partitioning search and direct
relaxation techniques, Li et al. [27] proposed an image space branch-and-bound algorithm for
affine comparison equations. Based on fractional image space partitioning search and two-stage
relaxation technique, Hou and Liu [10] provided an image space branch-reduction-bound algorithm
for generalized fractional programming problems. Based on new spatial branching and relaxation
bounding techniques, Hou and Liu [11] provided a spatial branching-pruning-bounding algorithm
for generalized linear fractional problems; Hou and Liu [12] provided an accelerated outer space
algorithm for generalized linear multiple-product programming problems based on linear function
like spatial branch search and region acceleration methods. Based on standard space search and new
relaxation techniques, Jiao et al. [21] proposed a standard space acceleration algorithm for generalized
multiple-product programming problems. For the generalized affine fractional programming problem,
Jiao and Ma [22] proposed an efficient outer space algorithm based on different relaxation processes
or techniques. In addition, using the Charns-Cooper transform, a reduced outer space equivalence
problem was constructed, and a direct relaxation technique was used to construct the relaxation
problem. Jiao et al. [23] proposed a reduced outer space algorithm for sum of linear fractional
functions problems. In addition, the improved metaheuristic approach [37], the bioinspired discrete
two-stage surrogate-assisted algorithm [35], and the migration-inspired meta-heuristic algorithm [36]
in the recent literatures also provided some new ideas for solving the problem (SLRP) with a small
number of ratios and small-size variables.

Although the algorithms (such as [19,20,29]) mentioned above can also be used to solve the problem
(SLRP) with a small number of ratios and small-size variables, to the best of our knowledge, the global
algorithms for efficiently solving the problem (SLRP) with a large number of ratios and a small number
of variables are still scarce.

In this paper, we propose a global optimization algorithm based on the branch-and-bound
framework to solve the SLRP with a large number of ratios and a small number of variables. First,
we transform the original problem (SLRP) into an equivalent problem using the Charnes-Cooper
transformation. Then, by using the new relaxation method, we obtain a decomposable linear relaxation
problem of the equivalent problem. Utilizing the decomposability of the linear relaxation problem,
we can solve the linear relaxation problem by computing its p linear programming subproblems
for obtaining the lower bound in the branch-and-bound process, and propose a branch-and-bound
algorithm. Finally, numerical experiments demonstrate that the proposed algorithm is feasible and
efficient for solving the problem (SLRP) with a large number of ratios and a small number of variables.

The structure of this paper is as follows: In Section 2, we present the equivalent problem (EP)
of the problem (SLRP) and provide a proof of equivalence. Subsequently, we construct the linear
relaxation problem (LRP) for the EP using a new relaxation technique and decompose it into a series
of subproblems. In Section 3, we propose a global relaxation method to solve the subproblems
derived above and provide a convergence analysis and a computational complexity of the algorithm.
Section 4 demonstrates the feasibility and efficiency of the algorithm through numerical experiments,
and Section 5 presents the relevant conclusions.
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2. Equivalent problem and its linear relaxation

In this section, to globally solve the problem (SLRP), by using Charnes-Cooper transformation [6],

we first introduce new variables yi =
1

e>i x + gi
, si = yix, i = 1, . . . , p, and transform the problem (SLRP)

into the following equivalent problem:

(EP) :



min φ (y, s) =

p∑
i=1

(d>i si + ciyi),

s.t. e>i si + g>i yi = 1, i = 1, . . . , p,

si = yix, i = 1, . . . , p,

yi > 0, i = 1, . . . , p,

Ax ≤ b, x > 0, s > 0.

Definition 2.1. If there exists a point x∗ ∈ χ such that f (x∗) ≤ f (x) holds for any x ∈ χ, then we call x∗

an optimal solution of the problem (SLRP).

Theorem 2.1. x∗ is the optimal solution of the problem (SLRP) if and only if (x∗, y∗, s∗) is the optimal
solution of the problem (EP), where y∗ = (y∗1, y

∗
2, . . . , y

∗
p)> and s∗ = (s∗1, s

∗
2, . . . , s

∗
p)> with y∗i = 1

e>i x∗+gi

and s∗i = y∗i x∗ for each i = 1, . . . , p.

Proof. Let (x∗, y∗, s∗) be an optimal solution of the problem (EP), where s∗i = y∗i x∗, y∗i =
1

e>i x∗ + gi
,

i = 1, . . . , p. Next, we will prove that x∗ is a global optimal solution to the problem (SLRP). Now,
suppose x∗ is not the global optimal solution for the problem (SLRP), then there exists a feasible
solution x for the problem (SLRP) such that f (x) < f (x∗). Let

yi =
1

e>i x + gi
, si = yix, i = 1, . . . , p, (2.1)

and it is easy to see that (x, y, s) is a feasible solution of the problem (EP), where y = (y1, y2, . . . , yp)>

and s = (s1, s2, . . . , sp)>. Through f (x) < f (x∗) and (2.1), we can obtain
p∑

i=1

(d>i si + ciyi) =

p∑
i=1

d>i x + ci

e>i x + gi
<

p∑
i=1

d>i x∗ + ci

e>i x∗ + gi
. (2.2)

Additionally, since (x∗, y∗, s∗) is also a feasible point for the problem (EP) with

y∗i =
1

e>i x∗ + gi
, s∗i = y∗i x∗, i = 1, . . . , p,

we have
p∑

i=1

d>i x∗ + ci

e>i x∗ + gi
=

p∑
i=1

(d>i s∗i + ciy∗i ). (2.3)

Combining (2.2) with (2.3), we can obtain
p∑

i=1

(d>i si + ciyi) <
p∑

i=1

(d>i s∗i + ciy∗i ).
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Since (x, y, s) is a feasible solution of the problem (EP), this contradicts the optimality of (x∗, y∗, s∗) for
the problem (EP). Therefore, the supposition that x∗ is not a global optimal solution for the problem
(SLRP) must be false.

Next, we show the converse case. Assuming that x∗ is a global optimal solution for the problem
(SLRP), and letting

s∗i = y∗i x∗, y∗i =
1

e>i x∗ + gi
, i = 1, . . . , p, (2.4)

then (x∗, y∗, s∗) is a feasible solution of the problem (EP). Now, suppose the problem (EP) exists a
feasible solution (x, y, s), such that

p∑
i=1

(d>i si + ciyi) <
p∑

i=1

(d>i s∗i + ciy∗i ). (2.5)

Since (x, y, s) is a feasible solution of the problem (EP), we can see that (2.1) must be hold.
Hence, combining (2.1), (2.4) with (2.5), it holds that

f (x) =

p∑
i=1

d>i x + ci

e>i x + gi
=

p∑
i=1

(d>i si + ciyi) <
p∑

i=1

(d>i s∗i + ciy∗i ) =

p∑
i=1

d>i x∗ + ci

e>i x∗ + gi
= f (x∗).

Since x ∈ χ, this contradicts that x∗ is a global optimal solution of the problem (SLRP). Hence, the
supposition that the problem (EP) exists a feasible solution (x, y, s) satisfying (2.5) must be false, and
the proof is completed. �

Next, multiplying both ends of inequality Ax ≤ b by yi simultaneously yields the new equivalent
form of problem (EP) as follows:

(EP1) :



min φ (y, s) =

p∑
i=1

(d>i si + ciyi),

s.t. e>i si + g>i yi = 1, i = 1, . . . , p,

si = yix, i = 1, . . . , p,

yi > 0, i = 1, . . . , p,

Asi − byi ≤ 0, i = 1, . . . , p,

x > 0, s > 0.

For the problem (SLRP), let l0
j = min{x j | x ∈ χ} > 0 and u0

j = max{x j | x ∈ χ}, and we can
construct an initial rectangle H0 as follows:

H0 = [l0, u0] , {x ∈ Rn | l0
j ≤ x j ≤ u0

j , j = 1, . . . , n}.

Then, the equivalent problem (EP1) on rectangle H0 is formulated as follows:
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(EP1(H0)) :



min φ (y, s) =

p∑
i=1

(d>i si + ciyi),

s.t. e>i si + g>i yi = 1, i = 1, . . . , p,

si = yix, i = 1, . . . , p,

yi > 0, i = 1, . . . , p,

Asi − byi ≤ 0, i = 1, . . . , p,

x ∈ H0, s > 0.

In this paper, we define

H = [l, u] , {x ∈ Rn | l j ≤ x j ≤ u j, j = 1, · · · , n}

as the initial rectangle H0 or its sub-rectangle resulting from the branching process. Then, the problem
(EP1) about H is given as follows:

(EP1(H)) :



min φ (y, s) =

p∑
i=1

(d>i si + ciyi),

s.t. e>i si + g>i yi = 1, i = 1, . . . , p,

si = yix, i = 1, . . . , p,

yi > 0, i = 1, . . . , p,

Asi − byi ≤ 0, i = 1, . . . , p,

x ∈ H, s > 0.

After the above discussion, we can see that the feasible set of the problem (EP1(H)) is neither a
polyhedron nor a convex set. By directly relaxing the constrained functions si = yix, i = 1, . . . , p, we
construct the linear relaxation problem of the problem (EP1(H)) as follows:

(LRP(H)) :



min φ (y, s) =

p∑
i=1

(d>i si + ciyi),

s.t. e>i si + giyi = 1, i = 1, . . . , p,

yil ≤ si ≤ yiu, i = 1, . . . , p,

Asi − byi ≤ 0, i = 1, . . . , p,

yi > 0, i = 1, . . . , p,

s > 0.

Based on the characteristics of the problem (LRP(H)), it can be decomposed into p linear
programming subproblems:

(Pi(H)) :



φi = min d>i si + ciyi,

s.t. e>i si + giyi = 1,
yil ≤ si ≤ yiu,

Asi − byi ≤ 0,
yi > 0, si > 0,
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where i = 1, . . . , p. By solving these linear programming subproblems (Pi(H)), i = 1, . . . , p, we can
solve the problem (LRP(H)).

Theorem 2.2. The linear relaxed problem (LRP(H)) has an optimal solution (y∗, s∗) if and only if the
subproblem (Pi(H)) has an optimal solution (y∗i , s

∗
i ) for each i = 1, . . . , p.

Proof. According to the characteristic structure of the problems (LRP(H)) and (Pi(H)), this conclusion
is easily obtained, so the proof is omitted. �

Therefore, form Theorem 2.2, by solving the p linear programming subproblems (Pi(H)), we can

compute the lower bound LB(H) of the problem (SLRP(H)), where LB(H) =
p∑

i=1
φi.

Remark 2.1. The special advantages and benefits of the relaxation method proposed in this article
are given as follows. The (pn + p)-dimensional linear relaxation problem constructed using the
relaxation method proposed in this article has the characteristic of variable separability. Solving the
(pn+ p)-dimensional linear relaxation problem can be decomposed into solving p linear programming
subproblems with (n + 1)-dimensional variables, thereby reducing the difficulty of solving the problem
and enabling the algorithm to handle the sum of the linear ratio problem with a large number of ratios
and a small number of variables. Specifically, each of these lower-dimensional problems can be solved
independently by optimizing over a subset of the original variables, which allows for efficient parallel
computation and further accelerates the convergence of the overall algorithm.

3. Algorithm and its theoretical analysis

In this section, we propose a branch-and-bound algorithm based on maximum edge bisecting for
globally solving the problem (SLRP). We outline the basic workflow of the proposed algorithm,
demonstrate its convergence, and estimate the maximum number of iterations of the algorithm.

3.1. Branching rule

In this subsection, we will introduce the branching rule used in the algorithm. Assume that the
sub-rectangle Hk = [lk, uk] , {x ∈ Rn | lk

j ≤ x j ≤ uk
j, j = 1, . . . , n} ⊆ H0 is selected, which will be

subdivided in the iteration process. Let

ĵ = arg max{uk
j − lk

j | j = 1, . . . , n},

and

Θk
ĵ =

lk
ĵ
+ uk

ĵ

2
,

and by bisecting along the maximum side of rectangle Hk, we can partition the rectangle Hk into the
following two sub-rectangles:

Hk,1 = {x ∈ Rn | lk
j ≤ xk

j ≤ uk
j, j = 1, . . . , n, j , ĵ; lk

ĵ ≤ x ĵ ≤ Θ
k
ĵ},

and
Hk,2 = {x ∈ Rn | lk

j ≤ xk
j ≤ uk

j, j = 1, . . . , n, j , ĵ;Θk
ĵ ≤ x ĵ ≤ uk

ĵ}.
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3.2. Branch-and-bound algorithm

In this subsection, we briefly outline the basic steps of the algorithm as follows.

Definition 3.1. Let v be the global optimum value for the problem (SLRP), and let x̃ be a feasible
solution for the MLRP. For any given termination error ε > 0, if f (x̃) − v ≤ ε, we call x̃ an ε-global
optimum solution for the problem (SLRP).

Algorithm steps:
Step 0: Given the convergence error ε > 0 and calculating the initial rectangle

H0 = [l0, u0] , {x ∈ Rn | l0
j ≤ x j ≤ u0

j , j = 1, · · · , n}.

For each i = 1, . . . , p, solve the linear programming subproblem (Pi(H0)).
If the subproblem (Pi(H0)) is not feasible, then the problem (SLRP) is also not feasible and the

algorithm will be terminated.
Otherwise, obtain the optimal solution (yi(H0), si(H0)) and optimal value φi(H0) of the subproblem

(Pi(H0)), and let LB0 =
p∑

i=1
φi(H0)

For each i = 1, . . . , p, let xi(H0) =
si(H0)
yi(H0) , and let

UB0 = min
i∈{1,2,...,p}

f (xi(H0)),

and
x0 = arg min

i∈{1,2,...,p}
f (xi(H0)).

If UB0 − LB0 ≤ ε, the algorithm stops and x0 is an ε-global optimum solution for the problem
(SLRP). Otherwise, let Z0 = {H0}, Λ = {x0}, k = 0, and proceed to Step 1.
Step 1: Applying the branching rule to partition the rectangle Hk into two sub-rectangles Hk

1 and Hk
2,

forming the setH = {Hk
1,H

k
2}. For each Hk

t ∈ H , t ∈ {1, 2}, solve the linear programming subproblem
(Pi(Hk

t )).
If the subproblem (Pi(Hk

t )) is not feasible, then the problem (EP1(Hk
t )) is also not feasible, and let

H = H \ Hk
t . Otherwise, obtain the optimal solution (yi(Hk

t ), si(Hk
t )) and optimal value φi(Hk

t ) of the

subproblem (Pi(Hk
t )), and let LB(Hk

t ) =
p∑

i=1
φi(Hk

t ).

If LB(Hk
t ) > UBk, letH = H \ Hk

t . Otherwise, let xi(Hk
t ) =

si(Hk
t )

yi(Hk
t )

and let

UB(Hk
t ) = min

i∈{1,2,...,p}
f (xi(Hk

t )),

and
x(Hk

t ) = arg min
i∈{1,2,...,p}

f (xi(Hk
t )).

Also, update the upper bound UBk = min{UBk,UB(Hk
t )} and Λ = Λ ∪ {x(Hk

t )}. Meanwhile, refer to xk

as the current best feasible solution for the problem (SLRP), which satisfies UBk = f (xk).
Step 2: Update the set Zk = (Zk \ Hk)

⋃
H and the lower bound LBk = min{LB(H) | H ∈ Zk}.

Step 3: If UBk − LBk ≤ ε, the algorithm stops and xk is an ε-global optimal solution for the problem
(SLRP). Otherwise, let k = k + 1, and select a sub-rectangle Hk satisfying LBk = LB(Hk), and return
to Step 1.

AIMS Mathematics Volume 10, Issue 9, 20843–20861.
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3.3. Global convergence analysis

Theorem 3.1. For any given ε ∈ [0, 1), the algorithm will either terminate after finite iterations with
yielding a global optimal solution of the problem (SLRP), or it will generate an infinite sequence {xk} of
feasible solutions, whose accumulation point will be a global optimal solution of the problem (SLRP).

Proof. If the algorithm terminates after finite k iterations, we can obtain the best feasible solution xk

for the problem (SLRP). For any given ε > 0, we have that

UBk − LBk ≤ ε. (3.1)

Let v be the optimal value of the problem (SLRP), and we can get that

LBk ≤ v and UBk ≥ v. (3.2)

By combining (3.1) and (3.2), we can derive the following inequality:

f (xk) + ε = UBk + ε ≥ v + ε ≥ LBk + ε ≥ UBk = f (xk). (3.3)

Therefore, xk is an ε-global optimal solution to the problem (SLRP).
If the algorithm generates an infinite solution sequence {xk}, let x∗ be any accumulation point of

sequence {xk}. Without loss of generality, we assume that

lim
k→∞

xk = x∗.

Then, by the branch-and-bound process of the algorithm, we can conclude that

LBk ≤ f (x∗) ≤ f (xk) = UBk, k = 0, 1, 2 . . . . (3.4)

Since {LBk} is a monotonic nondecreasing sequence, and {UBk} is a nonincreasing sequence, both
of them are convergent sequences. Thus, taking the limits on both sides of (3.4), we get that

lim
k→∞

LBk ≤ f (x∗) ≤ lim
k→∞

f (xk) = lim
k→∞

UBk.

By combining the continuity of the function f (x) with the termination condition that UBk − LBk ≤ ε

for any given ε ∈ [0, 1), it can deduce that

lim
k→∞

LBk = f (x∗) = lim
k→∞

f (xk) = lim
k→∞

UBk. (3.5)

Thus, the accumulation point x∗ of the sequence {xk} is a global optimal solution of the problem
(SLRP), and the proof is complete. �

3.4. Computational complexity analysis

In this subsection, we provide the computational complexity analysis of the algorithm to estimate
the maximum number of iterations.

First, for any Hk = [lk, uk] , {x ∈ Rn | lk
j ≤ x j ≤ uk

j, j = 1, . . . , n} ⊆ H0, we define

σi = min
x∈χ

e>i x + gi, i = 1, . . . , p, (3.6)

ρ = max
i∈{1,...,p}, j∈{1...,n}

∣∣∣gidi j + ciei j

∣∣∣ , (3.7)

η = max
i∈{1,...,p}

1
σ2

i

. (3.8)
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Theorem 3.2. For any given termination error ε, during the kth iteration of the algorithm, if the
generated rectangle Hk satisfies

uk
ĵ − lk

ĵ ≤
ε

pηnρ
,

then the algorithm will terminate and return an ε-globally optimal solution of the problem (SLRP).

Proof. Without losing generality, suppose that (ŷk, ŝk) is the optimal solution of the problem (LRP).
Let x̂k

i =
ŝk

i

ŷk
i
, and we have

xk = arg min
i∈{1,2,...,p}

f (x̂k
i ),

yk
i =

1
e>i xk + gi

, i = 1 . . . , p,

and
sk

i = yk
i xk, i = 1, . . . , p,

Obviously, (xk, yk, sk) is a feasible solution to the problem (EP1) at the k-th iteration, and we have that

LBk = φ(ŷk, ŝk) ≤ UBk = f (xk) = φ(yk, sk).

Then, when the generated rectangle Hk satisfies uk
ĵ
− lk

ĵ
≤ ε

pηnρ , we get that

UBk − LBk = φ(yk, sk) − φ(ŷk, ŝk)

=

p∑
i=1

(d>i sk
i + ciyk

i ) −
p∑

i=1

(d>i ŝk
i + ciŷk

i )

=

p∑
i=1

di(si − ŝk
i ) +

p∑
i=1

ci(yk
i − ŷk

i )

=

p∑
i=1

gid>i (xk − x̂k)
(e>i xk + gi)(e>i x̂k + gi)

+

p∑
i=1

cie>i (xk − x̂k)
(e>i xk + gi)(e>i x̂k + gi)

=

p∑
i=1

(gid>i + cie>i )(xk − x̂k)
(e>i xk + gi)(e>i x̂k + gi)

≤

p∑
i=1

1
σ2

i

×

n∑
j=1

∣∣∣gidi j + ciei j

∣∣∣ (uk
j − lk

j)

≤ pηnρ(uk
ĵ − lk

ĵ)

≤ ε.

Therefore, when the generated rectangle Hk satisfies uk
ĵ
− lk

ĵ
≤ ε

pηnρ , the algorithm will be terminated.
At the same time, referring to υ∗ as the optimal value of the problem (SLRP), from Steps 0, 2, and 3 of
the algorithm, noting that υ∗ 6 UBk = f (xk), LBk 6 υ

∗, and the termination condition UBk − LBk ≤ ε,
we can further follow that υ∗ 6 f (xk) 6 ε + LBk 6 ε + υ∗. Then, the algorithm returns an ε-globally
optimum solution of the problem (SLRP), and the proof is complete. �
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Theorem 3.3. Given an error ε >0, the algorithm can find a global ε-optimal solution in at most⌈ n∏
j=1

max
{ pηnρ

ε
(u0

j − l0
j), 1

}⌉
iterations.

Proof. If the algorithm does not terminate at the k-th iteration, then in the previous iteration, at most
k + 1 sub-rectangles are partitioned from the initial rectangle H0. Based on Theorem 3.2, in the k-th
iteration, we choose ĵ and get uk

ĵ
− lk

ĵ
≥ ε

pηnρ . Since the interval [lk
ĵ
, uk

ĵ
] is divided into two subintervals

at the midpoint
lk

ĵ
+uk

ĵ

2 , the resulting two subintervals satisfy uk1
ĵ
− lk1

ĵ
= uk2

ĵ
− lk2

ĵ
≥ ε

2pηnρ . This indicates
that each rectangle H =

∏n
j=1[l j, u j] satisfies u j − l j ≥ min{ ε

2pηnρ , u
0
j − l0

j}, j = 1, . . . , n. Here, it should
be noted that, when u0

j − l0
j ≤

ε
pηnρ , the j-th direction has never been divided in these k iterations.

For all k + 1 sub-rectangles, define their total volume as V , then we have

V ≥ (k + 1)
n∏

j=1

min
{ ε

2pηnρ
, u0

j − l0
j

}
. (3.9)

Besides,

V =

n∏
j=1

(u0
j − l0

j) (3.10)

is apparent. Thus, from (3.9) and (3.10), it can be concluded that

n∏
j=1

(u0
j − l0

j) ≥ (k + 1)
n∏

j=1

min
{ ε

2pηnρ
, u0

j − l0
j

}
. (3.11)

This indicates that

k ≤
n∏

j=1

max
{2pηnρ

ε
(u0

j − l0
j), 1

}
.

In other words, by Theorem 3.2, the algorithm iterates at most⌈ p∏
j=1

max
{2pηnρ

ε
(u0

j − l0
j), 1

}⌉
times and will be terminated. If not, we have that

(k + 1)
p∏

j=1

min
{ ε

2pηnρ
, u0

j − l0
j

}
>

n∏
j=1

max{
2pηnρ
ε

(u0
j − l0

j), 1} ×min{
ε

2pηnρ
, u0

j − l0
j}. (3.12)

Subsequently, we will consider the following two cases:
(i) If ε

2pηnρ < u0
j − l0

j , then we have

max{
2pηnρ
ε

(u0
j − l0

j), 1} ×min{
ε

2pηnρ
, u0

j − l0
j} =

2pηnρ
ε

(u0
j − l0

j) ×
ε

2pηnρ
= u0

j − l0
j . (3.13)
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(ii) If ε
2pηnρ > u0

j − l0
j , then we have

max{
2pηnρ
ε

(u0
j − l0

j), 1} ×min{
ε

2pηnρ
, u0

j − l0
j} = 1 × (u0

j − l0
j) = u0

j − l0
j . (3.14)

By (3.10)–(3.14), it can be concluded that

n∏
j=1

(u0
j − l0

j) = V >

n∏
j=1

(u0
j − l0

j).

Obviously, this is a contradiction. Thus, the algorithm can find a global ε-optimal solution in at most⌈ n∏
j=1

max
{ 2pηnρ

ε
(u0

j − l0
j), 1

}⌉
iterations. This proof is complete. �

Remark 3.1. According to the complexity theory of algorithms, the complexity of algorithms is an
exponential function of the dimensionality n of variable x. Therefore, the performance of algorithms
is sensitive to the number n of variables x. When n is fixed, the average running time of the algorithm
increases with the increase of p.

4. Numerical comparisons

In this section, we present computational results of the proposed algorithm on the randomly
generated test problems. The algorithm is coded in Matlab(2023a) and all computations are
implemented on an AMD Ryzen 5 5000 CPU 2.1GHz with 16G memory microcomputer.

First of all, some small-size deterministic examples (see Examples 1–12 in the Appendix) are
tested with our algorithm for comparison with the known extant algorithms [24, 32], and numerical
comparisons between some existing algorithms and our algorithm on Examples 1–10 are reported in
Table 1 with the given convergence tolerance, where some notations have been used for column headers
in Table 1: Opt. val.: global optimal value; Iter.: number of iterations of the algorithm; Time: the CPU
execution time of the algorithm in seconds.

From the numerical results in Table 1, for Examples 1–10, we can follow that our algorithm can
obtain the same global optimal solutions and optimal values as the existing algorithms of [24,32]. Our
algorithm performs better than the methods of [24,32] for finding the optimal solution in less time and
fewer iterations. Therefore, in terms of test Examples 1–10, the experimental results verify that our
algorithm is valid and feasible.

Second, we solve the following randomly generated test problem:
Problem 1.  min

p∑
i=1

ĉ>i x + f̂i

ê>i x + ĝi
,

s.t. Ax ≤ b, x > 0,

where ĉi ∈ Rn, êi ∈ Rn, f̂i ∈ R, ĝi ∈ R, i = 1, 2, . . . , p; A ∈ Rm×n, b ∈ Rm; each element of ĉi and êi is
randomly generated from the interval [0, 1]; every element in the matrix A and b is randomly generated
from the interval [0, 1], and f̂i and ĝi are equal to 100.
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For Problem 1, we record the number of iterations and computational time for the experimental data.
For each set of parameters with the different (p,m, n), each element of ĉi and êi is randomly generated
from [0, 1], each element of A and b is randomly generated from [0, 1], and f̂i and ĝi are equal to 100.
We perform 10 calculations to obtain the average number of iterations and average computational
time (in seconds), and we also separately record the minimum, maximum, and average values of the
number of iterations and computational time. The termination error in numerical experiments is 10−2.
The resulting experimental data is presented in Table 2.

Table 1. Numerical comparisons between some existing algorithms and our algorithm on
test Examples 1–10.

No. Algorithms Opt. val. Optimal solution Iter. Time ε

1 Ours -4.84151 (0.1000, 2.3750) 1 0.0890 10−6

Algorithm of [24] -4.84151 (0.1000, 2.3750) 4 0.1283 10−6

Algorithm of [27] -4.84151 (0.1000, 2.3750) 14 0.3654 10−6

2 Ours -2.47143 (1.0000, 0.0000, 0.0000) 73 1.1267 10−6

Algorithm of [24] -2.47143 (1.0000, 0.0000, 0.0000) 82 1.3452 10−6

Algorithm of [27] -2.47143 (1.0000, 0.0000, 0.0000) 113 2.0513 10−6

3 Ours -1.90000 (0.0000, 3.3333, 0.0000) 1 0.1245 10−6

Algorithm of [24] -1.90000 (0.0000, 3.3333, 0.0000) 8 0.945 10−6

Algorithm of [27] -1.90000 (0.0000, 3.3333, 0.0000) 424 6.907 10−6

4 Ours -4.09070 (1.1111, 0.0000, 0.0000) 1 0.1392 10−6

Algorithm of [24] -4.09070 (1.1111, 0.0000, 0.0000) 4 0.4386 10−6

Algorithm of [27] -4.09070 (1.1111, 0.0000, 0.0000) 82 2.359 10−6

5 Ours 3.71092 (0.0000, 1.6667, 0.0000) 1 0.0274 10−6

Algorithm of [24] 3.71092 (0.0000, 1.6667, 0.0000) 4 0.1356 10−6

Algorithm of [27] 3.71092 (0.0000, 1.6667, 0.0000) 112 1.4586 10−6

6 Ours -3.00292 (0.0000, 3.3333, 0.0000) 1 0.1156 10−6

Algorithm of [24] -3.00292 (0.0000, 3.3333, 0.0000) 89 1.2364 10−6

Algorithm of [27] -3.00225 (0.0000, 2.8455, 0.0000) 132 2.5458 10−6

7 Ours 4.91259 (1.5000, 1.5000) 165 3.9902 10−6

Algorithm of [24] 4.91259 (1.5000, 1.5000) 166 4.0871 10−6

Algorithm of [27] 4.91259 (1.5000, 1.5000) 330 8.4212 10−6

8 Ours -4.09070 (1.1111, 0.0000, 0.0000) 1 0.0376 10−6

Algorithm of [24] -4.09070 (1.1111, 0.0000, 0.0000) 8 0.1090 10−6

Algorithm of [27] -4.09070 (1.1111, 0.0000, 0.0000) 977 32.41 10−6

9 Ours 3.29167 (3.0000, 4.0000) 1 0.0282 10−6

Algorithm of [24] 3.29167 (3.0000, 4.0000) 9 0.489 10−6

Algorithm of [27] 3.29167 (3.0000, 4.0000) 138 1.902 10−6

10 Ours 4.42857 (5.0000, 0.0000, 0.0000) 1 0.0308 10−6

Algorithm of [24] 4.42857 (5.0000, 0.0000, 0.0000) 12 0.2132 10−6

Algorithm of [27] 4.42857 (5.0000, 0.0000, 0.0000) 98 1.2931 10−6
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Table 2. Experimental results on the randomly generated test Problem 1.

(p,m, n)
Iter Time

min. ave. max. min. ave. max.
(50,10,2) 0 3.9 12 0.17265 1.585562 4.73441
(100,10,2) 1 26.8 71 1.17688 21.305212 54.18782
(150,10,2) 1 37.8 117 1.86746 46.537853 139.25536
(200,10,2) 1 38 152 2.37256 59.682521 125.03535
(300,10,2) 2 45.1 147 4.92376 91.516705 294.0104
(400,10,2) 2 133.6 459 6.28794 345.899427 1168.62086
(500,10,2) 2 149.2 390 7.84995 470.904921 1225.48065
(600,10,2) 3 78.2 209 13.58283 506.971382 1642.41682
(700,10,2) 27 330.3 826 123.55211 613.648123 1536.35623
(800,10,2) 32 312.9 555 165.4178 679.852562 1705.53504
(900,10,2) 82 318.5 481 561.23789 984.004699 3966.5198
(1000,10,2) 63 295.7 987 690.18154 1030.719038 2163.83152
(100,10,3) 2 77.3 302 1.54206 48.773773 190.15702
(200,10,3) 2 113.7 518 3.30311 161.120675 770.38062
(300,10,3) 3 289 601 8.36701 584.99691 1153.47521
(400,10,3) 10 264 900 26.29532 685.743374 2351.9021
(500,10,3) 1 381.9 1335 5.47715 1026.24487 3461.11334
(50,10,4) 9 107.6 276 3.92405 40.717008 79.75275
(100,10,4) 1 169 335 0.31642 106.856346 211.11143
(200,10,4) 1 85.6 216 2.38088 125.808901 303.00551
(300,10,4) 1 246.7 993 3.39098 484.209614 1946.05488

By the computational results for the randomly generated test problems, it can be seen that the
algorithm can effectively solve the sum of linear ratios problem with a substantial quantity of ratios
and low dimensional variables.

Remark 4.1. From Table 2, we can see that the algorithm’s performance is sensitive to variations in
the number of variables. However, when n is fixed, the average running time of the algorithm increases
with the increase of p. In addition, we don’t find that the specific problem characteristics (e.g., sparsity,
degeneracy) significantly impact the algorithm’s performance.

5. Conclusions

This paper present a branch-and-bound algorithm for globally addressing the SLRP with a
substantial quantity of ratios and low dimensional variables. For addressing the problem (SLRP),
we first transform it into the EP using the Charnes-Cooper transformation, and then apply the linear
relaxation technique to construct the LRP of the problem (EP). Subsequently, based on the branch-
and-bound framework, we propose a global algorithm using the separability of the problem (LRP).
Finally, we validate the effectiveness of the algorithm by solving large-scale stochastic test problems.
In future work, we will promote the separability of relaxation problems and design global optimization
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algorithms for solving the generalized linear fractional multiplicative programming problem with a
substantial quantity of ratios and low dimensional variables.
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Appendix

Some deterministic examples are given as follows.
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Example 1. ( [24]) 

min f (x) = −3.333x1−3x2−1
1.666x1+x2+1 + −4x1−3x2−1

x1+x2+1 ,

s.t. 5x1 + 4x2 ≤ 10,
−x1 ≤ −0.1,
−x2 ≤ −0.1,
−2x1 − x2 ≤ −2,
x1, x2 ≥ 0.

Example 2. ( [24, 29] ) 

max 3x1+x2−2x3+0.8
2x1−x2+x3

+ 4x1−2x2+x3
7x1+3x2−x3

,

s.t. x1 + x2 − x3 ≤ 1,
−x1 + x2 − x3 ≤ −1,
12x1 + 5x2 + 12x3 ≤ 34.8,
12x1 + 12x2 + 7x3 ≤ 29.1,
−6x1 + x2 + x3 ≤ −4.1.

Example 3. ( [24, 32])
max 3x1+4x2+50

3x1+5x2+4x3+50 −
3x1+5x2+3x3+50
5x1+5x2+4x3+50 −

x1+2x2+4x3+50
5x2+4x3+50 −

4x1+3x2+3x3+50
3x2+3x3+50 ,

s.t. 6x1 + 3x2 + 3x3 ≤ 10,
10x1 + 3x2 + 8x3 ≤ 10,
x1, x2, x3 ≥ 0.

Example 4. ( [24])

max 4x1+3x2+3x3+50
3x2+3x3+50 + 3x1+4x3+50

4x1+4x2+5x3+50 + x1+2x2+5x3+50
x1+5x2+5x3+50 + x1+2x2+4x3+50

5x2+4x3+50 ,

s.t. 2x1 + x2 + 5x3 ≤ 10,
x1 + 6x2 + 3x3 ≤ 10,
5x1 + 9x2 + 2x3 ≤ 10,
9x1 + 7x2 + 3x3 ≤ 10,
x1, x2, x3 ≥ 0.

Example 5. ( [24])

min 4x1+3x2+3x3+50
3x2+3x3+50 + 3x1+4x3+50

4x1+4x2+5x3+50 + x1+2x2+4x3+50
x1+5x2+5x3+50 + x1+2x2+4x3+50

5x2+4x3+50 ,

s.t. 2x1 + x2 + 5x3 ≤ 10,
x1 + 6x2 + 3x3 ≤ 10,
9x1 + 7x2 + 3x3 ≥ 10,
x1, x2, x3 ≥ 0.
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Example 6. ( [24, 32])
max 3x1+5x2+3x3+50

3x1+4x2+5x3+50 + 3x1+4x2+50
4x1+3x2+2x3+50 + 4x1+2x2+4x3+50

5x1+4x2+3x3+50 ,

s.t. 6x1 + 3x2 + 3x3 ≤ 10,
10x1 + 3x2 + 8x3 ≤ 10,
x1, x2, x3 ≥ 0.

Example 7. ( [24]) 
min 37x1+73x2+13

13x1+13x2+13 + 63x1−18x2+39
13x1+26x2+13 ,

s.t. 5x1 − 3x2 = 3,
1.5 ≤ x1 ≤ 3.

Example 8. ( [24, 32])

max 4x1+3x2+3x3+50
3x2+2x3+50 + 3x1+4x2+50

4x1+4x2+5x3+50 + x1+2x2+5x3+50
x1+5x2+5x3+50 + x1+2x2+4x3+50

5x2+4x3+50 ,

s.t. 2x1 + x2 + 5x3 ≤ 10,
x1 + 6x2 + 3x3 ≤ 10,
5x1 + 9x2 + 2x3 ≤ 10,
9x1 + 7x2 + 3x3 ≤ 10,
x1, x2, x3 ≥ 0.

Example 9. ( [24, 32])
max 37x1+73x2+13

13x1+13x2+13 + 63x1−18x2+39
−13x1−26x2−13 + 13x1+13x2+13

63x1−18x2+39 + 13x1+26x2+13
−37x2−73x3−13 ,

s.t. 5x1 − 3x2 = 3,
1.5 ≤ x1 ≤ 3.

Example 10. ( [24])

max 4x1+3x2+3x3+50
3x2+3x3+50 + 3x1+4x3+50

4x1+4x2+5x3+50 + x1+2x2+5x3+50
x1+5x2+5x3+50 + x1+2x2+4x3+50

5x2+4x3+50 ,

s.t. 2x1 + x2 + 5x3 ≤ 10,
x1 + 6x2 + 2x3 ≤ 10,
9x1 + 7x2 + 3x3 ≥ 10,
x1, x2, x3 ≥ 0.
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