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Abstract: Metal magnetic memory (MMM) is an innovative, nondestructive testing method. It can 

detect both stress concentrations and macroscopic defects. The three-dimensional force-magnetic 

coupling model was established by the ANSYS simulation software, the evolution process of different 

defect depths was studied in detail, and the change of the signal characteristic was analyzed. The results 

showed that the variation trend and amplitude characteristic of MMM signals resulted in obvious 

differences among different defect types. Meanwhile, the impacts caused by the defect parameters and 

the type are complex, which cannot be decoupled or calculated by a certain formula. The accuracy of 

the simulation data was verified by experiments. To solve the classification prediction problem in 

MMM detection, the signal peak and valley Hp-v, the signal width W, the gradient Ky, and the peak 

energy Hy were selected as characteristic parameters to evaluate different defect types according to the 

change in the signal waveform. Finally, using these vectors as the input variables, the radial basis 

function neural network (RBFNN) pre-classification test model was established to realize the 

classification recognition of pit defects, crack defects, and porosity defects. The results show that the 

accuracy of the training and test sets, and it is feasible to use this model to complete the intelligent 

classification of defects. 

Keywords: metal magnetic memory detection; stress concentration; defect classification; radial basis 

function neural network; prediction 
Mathematics Subject Classification: 65K05, 68T11 

 

mailto:kguo@ysu.edu.cn


13225 

AIMS Mathematics  Volume 9, Issue 5, 13224–13244. 

1. Introduction  

With the promotion of natural gas and hydrogen energy [1], pipeline transportation has been 

widely used because of its advantage in distance and efficiency. Since the pressure pipe remains in the 

load state for a long time, it is easy to cause an increase in local stress concentration and regional 

corrosion. Therefore, it is very necessary to detect and monitor the condition maintenance and 

structural integrity management of in-service pipelines and pressure vessels [2].  

In order to protect the pipeline, non-destructive testing (NDT) methods have been extensively 

studied. Among them, the metal magnetic memory (MMM) detection technology [3,4] is an effective 

in- service method without external electric or magnetic fields. Meanwhile, MMM [5,6] detection has a 

certain sensitive property for failure and a region of stress concentration of ferromagnetic materials [7,8]. 

Although MMM can quickly and accurately find the location of defects, it cannot make quantitative 

analyses of the size and type of the defects, which is an important issue in the NDT area. 

Characteristic quantities and pattern recognition are two important steps of defect detection using 

MMM detection technology. Extracting correct defect information is the key to complete intelligent 

recognition. In the selection of characteristic quantities, Di et al. [9] used the characteristics of wavelet 

packet energy information to establish a back propagation neural network (BPNN) and realize the 

identification of weld cracks. Chen et al. [10] used the magnetic total gradient modulus to judge the 

damage and the location of the damage region boundary, which could effectively identify the damage 

state according to the vertical characteristics of the magnetic memory signal. Shi et al. [11] established 

a BPNN network to identify the damage region by using four variables: the original signal energy Hs 

in the sample center, the gradient energy Ks in the sample center, the mutation width Lw of the original 

signal in the sample center, and the average absolute gradient value Kave. 

In recent years, the combination of traditional nondestructive testing technology and artificial 

intelligence to improve the accuracy and sensitivity of pipeline defect detection has attracted wide attention. 

P. Ramuhalli [12] and A. Joshi et al. [13] introduced the radial basis function neural network (RBFNN) to 

predict the 3D profile of the defect according to the magnetic flux leakage (MFL) detection signal, and 

then predicted the maximum allowable operating pressure (MAOP) of the pipeline transmission. 

Zhang et al. [14] built a two-dimensional model of pipeline defects using the ANSYS software and 

made different defects. The improved particle swarm optimization algorithm (IPSO-RBFNN) was 

tested, and the size of the pipeline defects was identified. Wang et al. [15] organically combined a 

principal component analysis (PCA) with a genetic algorithm optimized neural network (GA-BP) 

method for data processing. The algorithm could effectively approximate the complex nonlinear 

relationship under the force magnetic coupling and realized the quantitative recognition of magnetic 

memory signals. Xing et al. [16] introduced the dynamic fuzzy clustering algorithm (DFCA), obtained 

the initial fuzzy clustering by the output threshold λ, which was further optimized by the immune 

algorithm, obtained the optimal threshold λ, and finally established an immune-optimized dynamic 

fuzzy clustering model to predict the damage grade with an accuracy of 90%. Shi et al. [17] 

established the target defect function and performed the defect inversion.  

In the nondestructive testing of pressure vessels or pipelines, it is always an important direction 

to determine the shape, size, and type of defects according to the information of detection signals for 

the development of nondestructive testing. However, the effect of the shape, size, and type of defects 

can be mixed together, which makes it difficult to realize the defect classification and characteristic 

quantities. In this paper, a comprehensive study on the defect classification and characteristic quantities 

of MMM tests are performed through numerical simulations and experiments. Based on the change of 

the defection signal, the defect characteristic is analyzed considering different defect types and sizes, 
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and the data sets of the defect characteristic are built to perform an intelligent classification prediction. 

Then, the RBFNN is established to predict the defect type. This research can be an important reference 

and guidance of the intelligent classification of NDT signals based on a neural network. 

2. Materials and methods 

2.1. Materials 

Q235C was used as the experiment and simulation of the test material, which is a kind of 

ferromagnetic steel plate widely used in mechanical engineering as pipelines and pressure vessels due 

to its good welding and processing performances. The detailed properties are shown in Table 1. The 

material is used in the simulation and experiments. 

Table 1. Material properties of test specimen. 

(a) Chemmiacal content; 

Element C Mn P S Si Fe 

Content(%) 0.20 1.4 ≤0.03 ≤0.03 0.035 bal 

(b) Properties. 

Property 
Density 

(kg/m3) 

E 

(GPa) 

σs 

(MPa) 

Relative 

permeability 

Conductivity 

(S/m) 

value 7850 200 235 285 2.96x106 

2.2. Methods 

Although MMM detection can quickly and accurately locate the position of defects, it cannot 

perform pattern recognition to predict defect types. To solve this problem, this paper combines MMM 

detection and RBFNN to save the detection time, simplify the detection process, and make the 

detection technology more intelligent. The intelligent quantitative analysis is mainly divided into two 

parts. The first part obtains the magnetic memory signal law under different defect types. The second 

part establishes the RBFNN, including the training adjustment and the determination of parameter 

values. 

2.2.1. Numerical method 

To obtain the stress and magnetic field of the MMM testing, a numerical simulation is adopted to 

study the signals and build the data set for the neutral network. The form of “permanent magnet + 

Yoke” [18] was used to simulate the magnetic field intensity distribution of the specimen in the 

geomagnetic field environment. The relative permeability of the armature was 186000, and an external 

air layer was established to wrap it, as shown in Figure 1(a). The specimen utilized Q235C as the 

ferromagnetic material, the size of the specimen was 100×20×6 mm, and there were three kinds of 

defects in the middle of the specimen: pit defects, crack defects, and porosity defects. The crack defect 

is shown in Figure 1(b), where the depths of crack defects are 1, 2, 3, 4, and 5 mm, respectively. The 

radius of the pit is 2 mm, and the depth of the pit is h (1,2, 3, 4, 5, and 6mm), as shown in Figure 1(c). 
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The depths of the porosity defects are similar to the crack defects. 

The general process of the simulation is shown in Figure 2. The SOLID185 unit is used in the 

mechanical simulation stage, and the SOLID96 unit is used in the magnetostatic simulation stage, both 

of which are hexahedral eight-node units, which can complete the calculation of force-magnetic 

coupling. Intelligent grid division is adopted, and the mesh is encrypted to 0.5 mm around the defect 

location of the specimen. The magnetic field strength at the specimen location is similar to that of the 

geomagnetic field, and its value is around 40 A/m [19], which meets the calculation requirements and 

can be used for numerical simulation calculation. 

(a) 

Permanent 
magnet 

Yoke

Air domain

Test specimen

  (b)  

(c)  

Figure 1. Analysis model. (a) Geomagnetic field model; (b) specimen size; (c) the pit 

defect expands along the depth h direction. 

 

Figure 2. Numerical simulation of MMM detection. 
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In the static stage, in order to simulate the static load unidirectional tensile, the middle part of the 

specimen model that contains defects is subjected to displacement constraints, and the stress is applied 

to both ends of the specimen to solve the stress. The permeability values corresponding to the stress 

values in different elements are calculated through the coupling formula [20] of the force-magnetic 

relationship and are stored in the post-processing model. In the magnetostatic stage, the permeability 

corresponding to each element in the array is imported into the specimen model, where Bm=2T, 

λm=40×10-6 [21], μ=285H/m [22], and σ=100MPa in the linearized equation. The solution of the static 

magnetic field can be realized by applying boundary conditions to the outermost air and using the magnetic 

vector method to load the analysis model. We extract the magnetic field intensity components of each node 

on the path to obtain the distribution law of the surface leakage magnetic field in post-processing. 

2.2.2. Experiment method 

The experiment aims to verify the simulation and accumulate the testing data. As shown in Figure 3, 

the universal testing machine model WDW-100G is used in this experiment for the static load tensile 

test, and the detector model EEC-2003+ is used for metal magnetic memory detection. The material 

of the specimen is Q235C. The size of the specimen is 100×20×6 mm. Either a pit or a crack defect is 

prefabricated in the middle of the specimen. The depth h of the pit defect is 1, 2, 3, 4, and 5 mm, 

respectively. The depth h of the crack is 1,2, 3, and 4 mm, respectively, and the defect width is 4 mm.  

A magnetic memory detector adopts a pen style probe and uses a stepper motor screw group to 

control the moving speed and distance of probe and to prevent an inaccurate measurement caused by 

a jitter. Pulse counting is realized by using the internal clock timing, the suppressed geomagnetic field 

is set, and then the earth upward and downward calibration is established. Using online detection, the 

test force of loading is 10 kN, the force control loading method is adopted, and the speed is 0.05 kN/s. 

When the target force is stable, the probe is vertically pressed to the surface of the specimen, the stepper 

motor drives the probe to move, and the speed of the probe is 3mm/s.  

 

Figure 3. Experimental facility. (a) Drawing machine control interface; (b) upper computer; 

(c) EEC-2003+ Detector; (d) test specimen; (e) stepper motor; (f) stabilizing device; 

(g) controller; (h) test probe. 
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2.2.3. Intelligent recognition method 

The defect type classification is difficult to realize, and the neutral network can be an effective 

tool to solve this problem. RBFNN has the advantages of a single hidden layer, a simple structure, and 

a strong nonlinear approximation ability; moreover, it is widely used in pattern classification and 

recognition. Considering that it is impossible to classify and identify defects by solely relying on 

MMM detection, magnetic memory signals contain rich information of characteristic quantities. By 

combining RBFNN and MMM detection, the function of MMM detection in defect prediction is 

further played through the characteristic quantity of the signal. RBFNN is a three-layer neural network: 

The first layer is the input layer, and the number of nodes is determined by the dimension of the input 

signal; the second layer is the hidden layer, which seeks to complete the transformation of the input 

signal to the hidden layer space, where the number of nodes is composed of radial basis function; and 

the third layer is the output layer, where the nodes are determined by the basis function given by the 

hidden layer. Its topology is shown in Figure 4. 

 

Figure 4. RBFNN topology. 

As shown in Figure 4, the RBFNN structure is n-h-m, that is, the network has n input nodes, 

h hidden nodes, and m output nodes, where 
1

n

2, , , T

nx x x x R  ［ ］ is the input vector of the network, 

WRh×m is the output weight matrix, 
1, , T

ny y y ［ ］is the output, φi(•) is the activation function of the 

i th hidden node, and ci is the data center value of the i th hidden node in the network. ||•|| represents 

the distance between the input and the center vector. 

RBFNN is a feedforward neural network based on the radial basis function, which is different 

from traditional perceptron neural networks in that uses radial basis functions instead of conventional 

activation functions. The radial basis function is a training function based on distance. Its basic 

principle is to measure the distance between the input vector and the center point and convert it into 

the output value. It has a strong approximation ability and a fast training speed. Its training process is 

usually completed in two steps: the first step is to determine the position of the center point through 

an algorithm, and the second step is to determine the weight using either the least square method or 

the gradient descent method. 

It is well known that MMM detection has an extreme value of tangential components and a zero 

crossing of normal components [24]. However, in the actual environment, it is easy to be disturbed by 

noise, and the normal component may drift, which is easy to cause misjudgment or a missing judgment. 

Additionally, there are some characteristic variables for magnetic memory signals. The input vector is 
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composed of representative characteristic variables, and the defect type is intelligently identified by 

RBFNN to make up for the shortcomings of metal magnetic memory detection in the qualitative 

analysis and the defect recognition. The characteristic variables are as follows: 

(1) Peak-trough value of magnetic memory normal component Hp-v: 

p-v peak of wave ( ) valley of wave ( )P PH H y H y  .      (1) 

(2) Magnetic memory normal component wave width W. 

(3) Magnetic memory signal gradient Ky: 

y imax (y ) /P iK H x   .        (2) 

(4) Peak energy at the signal break Hy:  

2

1

x

x

{ ( ) ( ( ) )}y p pH H y ave H y dx  .       (3) 

RBFNN has the advantages of a simple structure and a strong learning ability. The neural network 

completes the classification and recognition of unknown defects by training known data, as shown in 

the figure below. The magnetic memory signal obtained by numerical simulation and the data in the 

literature are preprocessed to obtain the parameter variables that represent the defect characteristics, 

which constitute the input vector {Hp-v ; W ; Ky ; Hy}. 

The defect identification process is shown in Figure 5. Input vectors of the database are read, data 

sets are scrambled, training and test sets are divided, and the data is normalized. Then, the expansion 

rate of the radial basis function and other parameters are set up, and RBFNN is built to test the neural 

network. The data is processed by reverse normalization. Simulations can test the network. Finally, the 

output results are three defect types: pit defects, crack defects, and porosity defects. According to the 

above process, the intelligent identification of defects is realized. In the actual engineering inspection, 

it can realize the real-time detection and measurement of in-service equipment, and the defect location 

and defect type are known, so as to realize the real-time monitoring and defect prevention of an 

equipment failure. 

 

Figure 5. Defect classification process. 
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3. Results 

3.1. Pit defects 

3.1.1. Effect of defect depth 

The Mises stress distribution of the specimen under 100 MPa stress at the pit defect is shown in 

Figure 6, from which it can be seen that the stress near the pit presents a “butterfly” distribution, and 

the maximum value of the stress amplitude appears at the inner side of the pit. The Mises stress 

amplitude at the outer edge of the notch is smaller than what is measured inside, and the closer one 

gets to the defect location, the higher the degree of the Mises stress concentration and the Mises stress 

amplitude. The peak of the MMM signal in the tangential and normal signals is consistent with the 

amplitude in the Mises stress distribution. With the increase of the defect depth, the range of the Mises 

stress concentration along the length of the specimen gradually expands, and the larger the stress 

concentration amplitude, the greater the increase in the magnetic memory signal. The stress 

distribution is consistent with the law in reference [25]. 

 

Figure 6. Mises stress distribution. (a) h=2mm; (b) h=6mm. 

The tangential magnetic field strength and the normal magnetic field strength as functions of the 

scan displacement when the defect depth is 1, 2, 3, 4, 5, and 6 mm, respectively, are shown in Figure 7. 

When the defect is 1 mm, as the tangential and normal components change, the extreme value of the 

tangential component occurs, and the zero-crossing point of the normal component can be observed at 

the defect position. The edge signals of the defect can also appear. The depth of the defect h gradually 

increases, the change of the magnetic memory signal gradually increases, and the normal component 

appears in “reverse”, which is similar to the reference [23]. When the defect is large enough to traverse 

through the entire thickness, the magnetic memory signal sharply increases, the tangential component 

has a minimum value in the center of the pit, two maximum values appear at both ends of the diameter, 

and the normal component has a “reverse” situation. 

The normal magnetic field component is highly sensitive to the defect location, and the gradient 

signal is obtained by processing the normal magnetic field intensity, as shown in Figure 8(a). The metal 

magnetic gradient near the stress concentration zone of the sample, namely the necking point, is much 

larger than the other area [26–28]. The gradient value has extreme value points at the location of the 

defect, and the extreme value points exist at both ends of the diameter and the geometric center based 

on the dimensional characteristics of the defect. Due to the action of the external load, the local stress 
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concentration is more serious, the normal magnetic field intensity appears as an “abrupt change” near 

both ends of the crater diameter, and the gradient value of the abrupt change increases with an increase 

of the defects. At the geometric center of the defect, the gradient value decreases, but the amplitude of 

the change increases. Furthermore, the peak energy change around the defect is shown in Figure 8(b). 

 

Figure 7 The magnetic field strength of circular pit defects. (a) Tangential magnetic field 

strength; (b) Normal magnetic field strength. 

 

Figure 8. The normal magnetic field characteristic of pit defects. (a) Normal magnetic 

field gradient; (b) Normal magnetic field peak energy. 

The change of the normal magnetic field energy can be roughly divided into three stages when the 

pit defect is extended from 1 mm to the through-hole. In the first stage, when the defect depth is 1–3 mm, 

the normal magnetic field energy at the defect position gradually weakens, and the normal magnetic 

field strength has a minimum value. In the second stage, when the defect depth is 4–5 mm, the normal 

magnetic field energy continues to decrease. When the defect increases to 5 mm, the normal magnetic 

field intensity has two extreme values at both ends of the circular diameter. In the third stage, the 

normal magnetic field energy increases and the fluctuation range increases when the defect becomes 

a through-hole. By observing the overall curve, it can be seen that the normal peak energy amplitude 

gradually decreases around the defect. 

The signal on the surface of the specimen gradually increases when the depth of the pit defect 

increases. When the pit evolves into a through-hole, the signal energy is significantly different 

compared to other depths. Near the defect, as the defect depth increases, the energy of the magnetic 
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memory signal gradually decreases, and the sharp change of energy is exactly at the two ends of the 

diameter. Therefore, the range of the damage area and defect location can be indirectly reflected by 

analyzing the change of the signal peak energy. 

3.1.2. Effect of pit size 

The Mises stress distribution near the defect is shown in Figure 9, where the depth of the pit defect 

is h=2 mm and the radius R=1 is 5 mm. The Mises stress around the pit presents a “butterfly” 

distribution, and the amplitude of the Mises stress exists inside the pit defect. An increase of the radius 

R leads to a more prominent “butterfly shape”, and the stress degree is more concentrated. The location of 

the Mises stress amplitude corresponds to the location of the sudden change in the magnetic memory signal. 

 

Figure 9. Mises stress distribution. (a) R=1 mm; (b) R=5 mm. 

In order to study the influence of the pit defects width on the magnetic memory signal, similar 

specimen sizes and loading methods were adopted. The defect radius R was 1, 2, 3, and 4 mm. The 

magnetic memory signal obtained is shown in Figure 10. For the tangential component of the magnetic 

memory signal, the defects do not regularly change. For the tangential component of the magnetic 

memory signal, with an increase of the defect width, the magnetic memory signal gradually weakens, 

the amplitude of the signal decreases, and the waveform of the signal has a trend of an outward expansion. 

 

Figure 10. The magnetic field strength of pit defects. (a) Tangential magnetic field 

strength; (b) Normal magnetic field strength. 
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As shown in Figure 11(a), the gradient amplitude of the normal signal gradually decreases with 

an increase of the defect width, and the gradient amplitude presents a nonlinear change. Similarly, as 

shown in Figure 11(b), the peak energy of the signal gradually decreases with an increase of the defect 

width. Compared with the defect depth, the defect width has less of an influence on the magnetic 

memory signal, though it also has the rule of the magnetic memory signal. The variation trend of the 

magnetic memory signal of the defect width is similar to that of the depth. Therefore, only the effect 

of the defect depth is discussed in the following sections for crack and porosity defects. 

 

Figure 11. The normal magnetic field characteristic of pit defects. (a) Normal magnetic 

field gradient; (b) Normal magnetic field peak energy. 

3.2. Crack defects  

A crack defect is the most important defect in the pipeline, and is not easy to be found in the 

practical detection. The Mises stress distribution near the crack is shown in Figure 12, in which 

the stress is 100 MPa. When the defect depth is 1mm, the peak stress appears inside the crack and 

spreads from inside to outside, and a “fishtail” shape appears at the crack end. With a increase of the 

defect depth, the specimen has a small deformation, the Mises stress concentration at the crack is 

enhanced, and the Mises stress amplitude increases. The position of the Mises stress amplitude 

coincides with the sudden change of the magnetic memory signal. The peak value of the magnetic 

memory signal comes from the two edge locations of the stress concentration, which is also reflected 

in the reference [16]. 

 

Figure 12. Mises stress distribution. (a) h=1mm; (b) h=5mm. 
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Magnetic memory signals of crack defects with different depths are shown in Figure 13. The 

defect depths are 1, 2, 3, 4, and 5 mm, respectively. Generally, the defect location can be accurately 

located by the tangential and normal components of the magnetic memory. The variation range of the 

magnetic memory signal is much lower when the defect depth is smaller than 2 mm. When the defect 

depth increases to 1/2 of the plate thickness, the peaking and valley changes of the tangential and 

normal components are larger than that of the pits, and the defect signal shows an obvious “reverse” 

phenomenon in the normal component.  

 

Figure 13. The magnetic field strength of crack defects. (a) Tangential magnetic field 

strength; (b) normal magnetic field strength. 

The gradient of the further extracted magnetic memory signal is shown in Figure 14(a). When the 

defect depth is 1 mm, the peak value of the normal gradient is small. The gradient value at both ends 

of the rectangular groove has a small fluctuation when the defect depth is 2 mm. As the defect depth 

increases to 3 mm, the gradient value at the rectangular groove exhibits an obvious peak. With an 

increase of the defect depth, the normal magnetic field intensity at both ends of the rectangular groove 

has an obvious minimum value. A peak value occurs at the center of the geometry at each test. The 

width of the defect can be roughly estimated by observing the position where the extreme value of the 

gradient appears, and the variation of the gradient amplitude can be an important reference in the 

evaluation of the defect depth. 

    

Figure 14. The normal magnetic field characteristic of crack defects. (a) Normal magnetic 

field gradient; (b) normal magnetic field peak energy. 
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The magnetic field peak energy of the crack defect is shown in Figure 14(b). It can be seen from 

the figure that the magnetic field peak energy changes are roughly divided into three stages. In the first 

stage, when the defect is small, the magnetic field peak energy and the fluctuation range are small. In 

the second stage, when the defect depth is near 1/2 of the specimen thickness, the magnetic field peak 

energy amplitude continues to increase. In the third stage, the magnetic field peak energy amplitude 

continues to increase as the defect depth evolves from 3–4 mm. When the defect is 5 mm, the magnetic 

field peak energy amplitude is relatively large.  

3.3. Porosity defects  

The stress distribution on the specimen surface is shown in Figure 15, in which the stress is 100 MPa. 

When the depth of the defect is small, the stress concentration appears on the surface of the specimen, 

where its shape is a “flake”, and the stress value at the porosity is obviously higher than that at other 

locations. When the depth of the defect increases, the stress in the figure does not significantly change 

due to the small pore volume. The position of the stress amplitude change coincides with the position 

of a sudden change of the magnetic memory signal. 

 

Figure 15. Mises stress distribution. (a) h=1.5mm; (b) h=3mm. 

The magnetic memory signals of porosity defects at different depths are shown in Figure 16. The 

depths are 1.5, 2.5, 3, and 3.5 mm, respectively. Compared with a circular pit and crack defects, the 

porosity defect size is smaller, so the magnetic memory variation range is correspondingly lower and 

the wave width is narrower. The magnetic field strength trend along the defect is similar in all different 

defect depths in both the normal and tangential directions.  

 

Figure 16. The magnetic field strength of porosity defects. (a) Tangential magnetic field 

strength; (b) normal magnetic field strength. 
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The normal magnetic field intensity gradient of porosity defects is shown in Figure 17(a). When 

the defect is 1.5 mm, the gradient value has a maximum value in the center of the porosity. With an 

increase of the defect depth, when the depth reaches 2.5 mm, the two endpoints of the porosity fluctuate. 

When the defect increases to 3 mm, the gradient curve takes the shape of an “M”, and two maximum 

values appear at the two ends of the porosity. When the defect depth is 3.5 mm, the two maximum 

values increase, and the gradient value at the defect center continues to decrease. When the defect size 

is constant and the defect depth is less than 1/2 of the plate thickness, the normal magnetic field intensity 

gradient nominally changes and can only locate the defect range. When the defect reaches 1/2 of the 

thickness of the plate, it gradually decreases in the center of the defect and gradually increases at both 

ends of the defect. The location of the defect can be accurately located by analyzing the location of the 

extreme gradient value. 

The porosity normal magnetic field peak energy is shown in Figure 17(b). With an increase of the 

defect depth, the peak energy gradually decreases. Compared with concave and crack defects, the peak 

energy variation and amplitude of the porosity defects are smaller. As for the peak energy curves of 

porosity, there is only a little difference at the defect position, and the curves of the other positions 

almost coincide. Therefore, by comparing the direction gradient and the magnetic field peak energy of 

the component association of the magnetic memory signal, we can understand the signal law of 

different defects, and then complete the classification and identification of the defects. 

    

Figure 17. The normal magnetic field characteristic of porosity defects. (a) Normal 

magnetic field gradient; (b) normal magnetic field peak energy. 

3.4. Experiment results 

The collected normal signal is processed by wavelet denoising, and the obtained normal magnetic 

field strength is shown in Figure 18. The experiment data matches well with the tendency of the 

corresponding numerical data of each defect type, and the peaks and valleys can be obviously seen. 

The location of the defect can be recognized by the zero-crossing point of the signal. Due to the 

influence of the factors such as the experimental environment magnetic field and noise signal, the 

experimental detected signal is larger than the numerical results. The normal magnetic field intensity 

signal variation range of the pit defects is smaller than that of the crack defects.  
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Figure 18. Magnetic memory signal of different defects. (a) Pit normal magnetic field 

intensity; (b) crack normal magnetic field intensity. 

The magnetic field gradient figure is obtained by deriving the signal, as shown in the Figure 19. When 

the depth of the pit defect is small, the signal fluctuation at the defect is not notable, though the location 

of the defect can still be found. However, obvious extreme values appear around the defect when the 

defect depth increases to 4 mm. As to the crack defects shown in Figure 19(b), the gradient signal 

remains gentle, as the defect depth is below 3 mm. When the defect depth becomes 4 mm, an abrupt 

increase of the gradient can be observed, and the maximum value appears in the defect center.  

In summary, the variation trend and amplitude characteristic of MMM signals show obvious 

differences among different defect types. Meanwhile, the impact caused by the defect parameters and 

types are complex, which cannot be decoupled or calculated by a certain formula. If we induced the 

neutral network, the magnetic field parameters, including Hp-v, W, Ky, and Hy, shall be considered in 

the recognition of defects. 

     

Figure 19. Magnetic field gradient values of different defects. (a) Pits; (b) rectangular defects. 

4. Discussion 

On the premise of obtaining simulation and experimental data, the characteristic quantities of 

MMM signals with different defect types have been analyzed in the former section. The four important 

parameters can be induced into the identification of the defect type, which is the main difficulty in 

MMM testing. In this section, RBFNN classification and a recognition model with a Gaussian kernel 

function as the Kohonen function of the model are established to classify and predict three kinds of 
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defects, such as pits, cracks, and porosity. The average error was used to evaluate the classification and 

prediction effect of the model. Finally, the confusion matrix data of the training and test sets and the 

comparison between the predicted and actual values were intuitively displayed by drawing.  

The data extracted from the five paths in simulation and experiments is shown in Tables 2–4. The 

data set consists of 101 groups. Among them, samples 26–29 in Table 2 are experimental data, and the 

rest are simulation data. For the simulated data set, samples 1–25 were measured at different defect 

depths, and samples 30–46 were measured at different defect widths. We set 76 groups as the training 

set and 25 groups as the test set. Because of the complexity and nonlinear characteristics of magnetic 

memory signals, and according to the change of defect size, the characteristic quantity of the magnetic 

memory signal will change accordingly. Therefore, according to the waveform variation of the 

magnetic memory signal, we built a data set around the characteristic quantity. 

Table 2. Pit defects sample data. 

 

Si 

 

Hp-v 

(A/m) 

×102 

W 

(m) 

×102 

Ky 

(A/m• 

mm-1) 

×102 

Hy 

(A/m• mm) 

×102 

 

Si 

 

Hp-v 

(A/m) 

×102 

W 

(m) 

×102 

Ky 

(A/m• 

mm-1) 

×102 

Hy 

(A/m • mm) 

×102 

1 0.571  0.0056 0.168  0. 199 24 0.292  0.006  0.046  0.149  

2 0.614  0.0056 0.171  0.209  25 0.627  0.006  0.169  0.210  

3 0.598  0.0056 0.178  0.210  26 0.506  0.006  0.130  0.170  

4 0.571  0.0056 0.162  0.200  27 0.362  0.006  0.091  0.130  

5 0.263  0.0056 0.143  0.185  28 0.118  0.006  –0.017  0.050  

6 0.266  0.0056 0.147  0.184  29 -0.332  0.006  –0.121  0.032  

7 0.261  0.0056 0.146  0.182  30 -0.725  0.006  –0.229  0.019  

8 0.259  0.0056 0.147  0.182  31 0.591  0.006  0.169  0.207  

9 0.465  0.0056 0.136  0.161  32 0.325  0.006  0.100  0.184  

10 0.412  0.0056 0.101  0.144  33 0.175  0.006  0.052  0.061  

11 0.414  0.0056 0.107  0.143  34 0.571  0.006  0.165  0.191  

12 0.470  0.0056 0.139  0.163  35 0.558  0.006  0.169  0.200  

13 0.378  0.0056 0.110  0.132  36 0.558  0.006  0.150  0.201  

14 0.244  0.0056 0.038  0.085  38 0.539  0.006  0.146  0.192  

15 0.239  0.0056 0.031  0.084  39 0.216  0.006  0.056  0.076  

16 0.385  0.0056 0.104  0.136  40 0.191  0.006  0.045  0.067  

17 0.199  0.0056 0.066  0.092  41 0.194  0.006  0.046  0.068  

18 –0.118  0.0056 –0.077  0.013  42 0.217  0.006  0.057  0.076  

19 –0.077  0.0056 –0.040  0.000  43 0.350  0.006  0.120  0.143  

20 0.200  0.0056 0.077  0.090  44 0.328  0.006  0.087  0.125  

21 0.305  0.0056 0.040  0.151  45 0.331  0.006  0.086  0.127  

22 –0.145  0.0056 0.204  0.054  46 0.351  0.006  0.117  0.144  

23 –0.147  0.0056 0.149  0.034       
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Table 3. Crack defects sample data. 

 

Si 

 

Hp-v 

(A/m) 

×102 

W 

(m) 

×102 

Ky 

(A/m• 

mm-1) 

×102 

Hy 

(A/m• mm) 

×102 

 

Si 

 

Hp-v 

(A/m) 

×102 

W 

(m) 

×102 

Ky 

(A/m• 

mm-1) 

×102 

Hy 

(A/m • 

mm) 

×102 

1 0.811  0.007  0.285  0.282  16 –2.812  0.008  0.447  0.952  

2 0.844  0.007  0.308  0.296  17 –3.232  0.009  0.167  1.117  

3 0.847  0.007  0.288  0.295  18 –3.116  0.009  0.166  1.081  

4 0.807  0.007  0.269  0.283  19 –3.069  0.009  0.166  1.079  

5 0.891  0.007  0.205  0.315  20 –3.139  0.009  0.143  1.106  

6 0.943  0.007  0.240  0.329  21 0.405  0.007  0.041  0.781  

7 0.952  0.007  0.239  0.331  22 0.844  0.007  0.086  0.906  

8 0.934  0.007  0.194  0.319  23 1.286  0.007  0.097  1.161  

9 –1.445  0.007  0.246  0.514  24 1.471  0.008  0.151  1.298  

10 –1.392  0.007  0.274  0.494  25 2.023  0.008  0.159  1.456  

11 –1.420  0.007  0.249  0.499  26 1.030  0.007  –0.031  0.034  

12 –1.420  0.007  0.279  0.497  27 0.360  0.007  0.063  0.016  

13 –2.808  0.008  0.463  0.975  28 1.255  0.007  0.096  0.046  

14 –2.806  0.008  0.423  0.975  29 -1.976  0.007  0.595  0.081  

15 –2.861  0.008  0.508  0.986       

Table 4. Porosity defects sample data. 

 

Si 

 

Hp-v 

(A/m) 

×102 

W 

(m) 

×102 

Ky 

(A/m•m 

m-1) 

×102 

Hy 

(A• m-1• 

mm) 

×102 

 

Si 

 

Hp-v 

(A/m) 

×102 

W 

(m) 

×102 

Ky 

(A/m•m

m-1) 

×102 

Hy 

(A• m-1• 

mm) 

×102 

1 0.547  0.004 0.155  0.190  14 0.534  0.004 0.127  0.186  

2 0.577  0.004 0.185  0.202  15 0.533  0.004 0.128  0.186  

3 0.573  0.004 0.168  0.201  16 0.539  0.004 0.166  0.187  

4 0.548  0.004 0.156  0.193  17 0.532  0.004 0.156  0.185  

5 0.538  0.004 0.156  0.187  18 0.530  0.004 0.114  0.186  

6 0.552  0.004 0.149  0.194  19 0.528  0.004 0.124  0.185  

7 0.552  0.004 0.150  0.192  20 0.526  0.004 0.160  0.182  

8 0.537  0.004 0.151  0.187  21 0.581  0.004 0.150  0.205  

9 0.536  0.004 0.153  0.186  22 0.558  0.004 0.134  0.196  

10 0.544  0.004 0.138  0.191  23 0.556  0.004 0.109  0.196  

11 0.544  0.004 0.136  0.190  24 0.564  0.004 0.071  0.197  

12 0.534  0.004 0.167  0.187  25 0.578  0.004 0.013  0.202  

13 0.533  0.004 0.158  0.187       

The input vector is composed of different eigenvalues, including the peak and trough values of 

the normal magnetic field intensity, the wave width, the normal magnetic field gradient, and the normal 

magnetic field peak energy {Hp-v; W; Ky; Hy}. The output vector consists of three defect types: pit, 

crack, and porosity, among which the pit defect is class 1, the crack defect is class 2, and the porosity 
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defect is class 3. The data set is imported into the Matlab editor, the data set is scrambled and divided 

into the training and test sets, and then the data is normalized to reduce the error. The RBFNN system 

is set up, the network is tested, and then the simulation test is carried out. The data is reverse-

normalized. Finally, the average error is used to evaluate the network performance. The confusion 

matrix data is obtained, as shown in Figure 20, and the comparison between the predicted value and 

the actual value is shown in Figure 21. 

The confusion matrix of the RBFNN is shown in Figure 20. Each column in the confusion matrix 

represents the prediction category, the total number of each column represents the number of data 

predicted for that category, and each row represents the true belonging category of the data. As can be 

seen from the confusion matrix of the training set in Figure 20(a), the first line indicates that the 

classification of the 36 samples of class 1 pit defects is correct. Among the 22 samples of class 2, 21 

samples were correctly classified and 1 sample was classified incorrectly. The network classified the 

crack defect errors into the pit defect. The third line indicates that 18 samples of the class 3 porosity defects 

are correctly classified. Similarly, it can be seen from the confusion matrix of the test set in Figure 20(b) 

that the classification of the 9 samples of class 1 is correct. The 7 categories of class 2 are correct. The 7 

samples of class 3 are correctly classified. 

(a) (b)  

Figure 20. Confusion matrix. (a) Training set confusion matrix; (b) test set confusion matrix. 

(a) (b)  

Figure 21. Comparison result of actual value and predicted value: (a) Comparison result 

graph of training set; (b) comparison result graph of test sets. 

The comparison between the actual value and the predicted value is shown in Figure 21. It can be 
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seen in Figure 21(a) that the accuracy of the prediction results of the training set is 98.68%, and the 

prediction of the network pits, cracks, and porosity defects is correct. As can be seen from Figure 21(b), 

the accuracy of the prediction results of the test set is 92%, and the prediction of the three defects is 

correct. In general, the established RBFNN can basically predict the type of defects; however, in 

practical applications, this model will be limited by the sample data, and more data needs to be 

accumulated to further extract multiple feature quantities and analyze its feature law, so as to accurately 

predict defects and improve the prediction effect of the model.  

5. Conclusions 

According to the theory of energy conservation and electromagnetic fields, a metal magnetic 

memory detection model based on three-dimensional force-magnetic coupling analysis was 

established, and the characteristic quantity changes of different defect types and depths were compared 

and analyzed. Finally, an RBFNN network is established to realize the classification prediction. The 

main conclusions are as follows: 

(1) The numerical calculation results show that for the three types of defects, when the defect 

depth was less than 50% of the specimen thickness, the signal gradient and peak energy changes were 

small. The defect depth was greater than or equal to 50% of the specimen thickness, and the two 

characteristic curves of the gradient and energy could reflect the defect location and width. 

(2) The experimental results showed that the magnetic field strength of the crack defects varies 

greatly varied compared with the pit, and the gradient value had a maximum value at the defect. The 

correctness of the simulation was verified by the experiment, and the data were accumulated for the 

subsequent pattern recognition. 

(3) To solve the problem that pattern recognition and defect classification could not be realized 

in MMM detection, four characteristic quantities were selected: Signal peak and valley Hp-v, signal 

width W, gradient Ky, and peak energy Hy. An RBFNN was established to realize an intelligent defect 

classification. It proved that the accuracy of both the training and test sets were 100%. The results showed 

that the selected feature quantity was effective and the network could complete the defect prediction. 

The intelligent recognition method of MMM testing can be used in the quick detection of pressure 

vessels and pipes, which can reduce the cost of the detection. Although lots of test data were included 

in this study to build the data set, there are still many factors that should be considered in the practical 

tests. The problem will be solved as the online detection data are induced to train the network. 
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