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Abstract: We consider the two-dimensional nonlinear system of difference equations

$$
x_{n}=x_{n-k} \frac{a y_{n-l}+b y_{n-(k+l)}}{c y_{n-l}+d y_{n-(k+l)}}, \quad y_{n}=y_{n-k} \frac{\alpha x_{n-l}+\beta x_{n-(k+l)}}{\gamma x_{n-l}+\delta x_{n-(k+l)}},
$$

for $n \in \mathbb{N}_{0}$, where the delays $k$ and $l$ are two natural numbers, and the initial values $x_{-j}, y_{-j}, 1 \leq j \leq k+l$, and the parameters $a, b, c, d, \alpha, \beta, \gamma, \delta$ are real numbers. We show that the system of difference equations is solvable by presenting a method for finding its general solution in detail. Bearing in mind that the system of equations is a natural generalization of the corresponding one-dimensional difference equation, whose special cases appear in the literature from time to time, our main result presented here also generalizes many results therein.
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## 1. Introduction

### 1.1. Some notation

By $\mathbb{N}, \mathbb{Z}, \mathbb{R}$ and $\mathbb{C}$ we denote the sets of natural, integer, real and complex numbers, respectively, whereas by $\mathbb{N}_{k}$, where $k$ is a fixed whole number, we denote the set $\{n \in \mathbb{Z}: n \geq k\}$. If $s, t \in \mathbb{Z}$ are such that $s \leq t$, then we use the notation $r=\overline{s, t}$ instead of writing the phrase $s \leq r \leq t$ for $r \in \mathbb{Z}$. For any
sequence of numbers $\left(s_{k}\right)_{k \in I}$, where $I$ is a subset of $\mathbb{Z}$, we use the standard convention

$$
\prod_{k=m}^{m-1} s_{k}=1, \quad m \in I .
$$

### 1.2. A bit on the history of difference equations used here

Finding closed-form formulas for difference equations and systems of difference equations is a very old topic. Some of the basic methods and ideas for solving the equations and systems belong, among others, to de Moivre, Daniel Bernoulli, Euler, Lagrange and Laplace (see, e.g., $[5,8,9,15,17,18]$ and the related references therein), and some of them can be found in many later books on difference equations and systems of difference equations, as well as in many books on some related topics, such as calculus of finite differences, numerical mathematics, combinatorics, economics, etc. (see, e.g., $[6,10,16,19$, 20, 29, 30]).

Solvable difference equations and systems have re-attracted some recent attention within the mathematical community, and the topic has been growing gradually and constantly (see, e.g., [11, $12,28,39-49,51]$ and the related references therein). One of the reasons for the renewed interest is a recent increasing use of computers, especially the use of some symbolic algebra packages, which help in various kinds of calculations. This is a reasonably good way for starting an investigation in the topic, but it is far from being sufficient for some thorough investigations of solvability of difference equations and systems of difference equations (see, e.g., our detailed analyses and many comments on various kinds of problems given in [11,41-45,47] and the related references therein).

The solvability of difference equations and systems of difference equations is a topic of interest since many of the equations and systems are not solvable, practically or theoretically. This is why some authors try to find, at least, their invariants, which can also be useful in investigating and describing the long-term behaviour of solutions to the equations and systems of equations (see, e.g., [22, 24, 27, 31, 32]). Various methods for studying the long-term behaviour of solutions to the equations and systems can be found, e.g., in [1,4,7,12-14, 21-28, 33, 35-37,39, 40, 48, 49].

The bilinear difference equation

$$
\begin{equation*}
x_{n}=\frac{a x_{n-1}+b}{c x_{n-1}+d}, \quad n \in \mathbb{N}_{0} \tag{1.1}
\end{equation*}
$$

where $a, b, c, d, x_{-1} \in \mathbb{R}($ or $\mathbb{C})$, and

$$
\begin{equation*}
c^{2}+d^{2} \neq 0, \tag{1.2}
\end{equation*}
$$

is a classical nonlinear equation which can be solved in a closed form. To avoid the trivial difference equation

$$
x_{n}=0, \quad n \in \mathbb{N},
$$

we may also assume that

$$
\begin{equation*}
a^{2}+b^{2} \neq 0 . \tag{1.3}
\end{equation*}
$$

The literature shows that Laplace essentially knew how to solve Eq (1.1). What is certainly known is that the solvability of the equation was known to the mathematicians of the late eighteenth century (see,
e.g., $[18,41]$ ). The equation can be solved by using several different methods (see, e.g., $[1,7,16,19$, 41]). An investigation on the periodicity of the equation can be found in [6]. Long-term behaviour of solutions to the equation was investigated, e.g., in [1,7]. For some later results on the equation, as well as the corresponding systems of difference equations of two or more variables and their applications, see, e.g., $[41,44,45,47]$. Many interesting historical facts and detailed theoretical explanations can be found in [41].

Aside from the natural restrictions posed in (1.2) and (1.3) there are some other cases which are much easier than the general one. Namely, if $a d=b c$, then $\mathrm{Eq}(1.1)$ reduces to the trivial equation

$$
\begin{equation*}
x_{n}=\frac{a}{c} \quad \text { or } \quad x_{n}=\frac{b}{d}, \quad n \in \mathbb{N}_{0} \tag{1.4}
\end{equation*}
$$

for all $x_{-1} \in \mathbb{R}$, except for $x_{-1}=-d / c$, when the corresponding solution is not defined. Note that if the condition $c d \neq 0$ holds, then both equations in (1.4) are the same.

If $c=0$, then from the condition in (1.2), it follows that $d \neq 0$, and Eq (1.1) reduces to the nonhomogeneous linear difference equation with constant coefficients of the first order

$$
x_{n}=\frac{a}{d} x_{n-1}+\frac{b}{d}, \quad n \in \mathbb{N}_{0},
$$

which was solved for the first time by Lagrange in [17] (see also [41]). Hence, this case is also less interesting than the general. Recall that the first-order linear difference equation with nonconstant coefficients was solved by Lagrange and Laplace in several ways [15, 18, 41].

### 1.3. Our motivations for the present study

Special cases of the nonlinear difference equation

$$
\begin{equation*}
x_{n}=x_{n-k} \frac{a x_{n-l}+b x_{n-(k+l)}}{c x_{n-l}+d x_{n-(k+l)}}, \quad n \in \mathbb{N}_{0}, \tag{1.5}
\end{equation*}
$$

where $k, l \in \mathbb{N}, a, b, c, d \in \mathbb{R}$, and the conditions posed in (1.2) and (1.3) hold, with the real initial values $x_{-i}, i=\overline{1, k+l}$, appear in the literature from time to time (see, e.g., $[2,50]$ ).

It is not difficult to see that Eq (1.5) is closely related to Eq (1.1). Namely, for each solution $\left(x_{n}\right)_{n \geq-(k+l)}$ to Eq (1.5) such that

$$
x_{n} \neq 0, \quad \text { for } \quad n \geq-(k+l),
$$

by using the change of variables

$$
\begin{equation*}
z_{n}=\frac{x_{n}}{x_{n-k}}, \quad n \in \mathbb{N}_{-l}, \tag{1.6}
\end{equation*}
$$

Eq (1.5) is transformed to the equation

$$
\begin{equation*}
z_{n}=\frac{a z_{n-l}+b}{c z_{n-l}+d}, \quad n \in \mathbb{N}_{0} \tag{1.7}
\end{equation*}
$$

Employing this change of variables, S. Stević solved the problem in [50].

Now note that Eq (1.7) is a difference equation with interlacing indices. For the notion and some detailed explanations related to it see, e.g., [44]. Therefore, the sequences

$$
z_{m}^{(j)}:=z_{m l+j}, \quad m \in \mathbb{N}_{-1}, j=\overline{0, l-1},
$$

are $l$ solutions to $\mathrm{Eq}(1.1)$. On the other hand, since Eq (1.6), as a simple product-type difference equation, is also solvable, we have that the solvability of $\mathrm{Eq}(1.5)$ is a direct consequence of the solvability of Eq (1.1) and Eq (1.6).

A majority of the papers on solvability of difference equations and systems of difference equations employ a similar idea. Namely, behind the solvability of a difference equation or a system of difference equations is usually found one or several changes of variables which transform it into a well known solvable difference equation or system, which was also the case in [11, 12,28,39-47,49,51]. The basic problem is how to find such changes of variables, since they could be quite complex. Some methods, ideas and tricks for finding the changes of variables can be found in the abovementioned papers on solvability of difference equations and systems of difference equations.

During the last fifteen years, more than a dozen papers have appeared dealing with very special cases of Eq (1.5), which have been usually written in the following form:

$$
\begin{equation*}
x_{n}=\alpha x_{n-k}+\frac{\delta x_{n-k} x_{n-(k+l)}}{\beta x_{n-(k+l)}+\gamma x_{n-l}}, \quad n \in \mathbb{N}_{0} \tag{1.8}
\end{equation*}
$$

where $k$ and $l$ are concrete natural numbers, the parameters $\alpha, \beta, \gamma, \delta$ are concrete real numbers such that $\beta^{2}+\gamma^{2} \neq 0$, and the initial values $x_{-i}, i=\overline{1, k+l}$, are real numbers.

Although [11] showed the solvability of Eq (1.8) and consequently the simplicity of investigating the special cases of the equation (by giving the abovementioned explanation on the connection between Eqs (1.1) and (1.5)), papers which consider some special cases of Eq (1.8) continued to appear. Moreover, there are some serious problems with many results in these papers; see, e.g., the conducted analyses and given comments in a recent paper [45]. [49] presented a pretty detailed analysis of the solvability of Eq (1.8), which was essentially based on the above described method.

During the second half of the nineties, Papaschinopulos and Schinas started studying concrete symmetric and close-to-symmetric systems of difference equations (see, e.g., [21-26,31, 32]), which motivated us to study the solvability of such systems, the long-term behaviour of their solutions, and their generalizations, such as the cyclic ones (see, e.g., $[12,33,38-42,44,46-49,51]$ and the related references therein).

### 1.4. Our aim in the present investigation

Motivated by the abovementioned investigations on solvability, and symmetric and close-tosymmetric systems of difference equations, here we consider the following two-dimensional system of difference equations:

$$
\begin{equation*}
x_{n}=x_{n-k} \frac{a y_{n-l}+b y_{n-(k+l)}}{c y_{n-l}+d y_{n-(k+l)}}, \quad y_{n}=y_{n-k} \frac{\alpha x_{n-l}+\beta x_{n-(k+l)}}{\gamma x_{n-l}+\delta x_{n-(k+l)}}, \tag{1.9}
\end{equation*}
$$

for $n \in \mathbb{N}_{0}$, where $k, l \in \mathbb{N}$, whereas the initial values $x_{-j}, y_{-j}, j=\overline{1, k+l}$, and the parameters $a, b, c, d, \alpha, \beta, \gamma, \delta$ are real numbers.

Our aim is to show that the system is solvable. To do this we use and modify the methods in, e.g., $[1,11,41,47,49]$. Bearing in mind that system (1.9) is a natural generalization of the corresponding one-dimensional difference equation, i.e., Eq (1.5), whose special cases from time to time appear in the literature, our main result also generalizes many results therein.

## 2. Main result

In this section, we present a detailed analysis of the solvability of system (1.9), which will lead to our main result. At the end of the section, we will give a concrete example.

### 2.1. Solvability of system (1.9)

First, we identify and remove the cases that prevent solutions from being well-defined.
If there is $n_{0} \in \mathbb{N}_{-k}$ such that $x_{n_{0}}=0$, then from the first equation in (1.9), we have $x_{n_{0}+k}=0$, and consequently, $y_{n_{0}+k+l}$ is not defined. If there is $n_{1} \in \mathbb{N}_{-k}$ such that $y_{n_{1}}=0$, then from the second equation in (1.9), we have $y_{n_{1}+k}=0$, and consequently, $x_{n_{1}+k+l}$ is not defined. Hence, we may assume that $x_{n} \neq 0 \neq y_{n}$ for every $n \in \mathbb{N}_{-k}$. We may also assume that

$$
\begin{equation*}
x_{n} \neq 0 \neq y_{n}, \quad \text { for } \quad n \in \mathbb{N}_{-(k+l)}, \tag{2.1}
\end{equation*}
$$

since otherwise we can consider system (1.9) with indices shifted for $l$.
So, if a solution $\left(x_{n}, y_{n}\right)_{n \geq-(k+l)}$ to system (1.9) satisfies condition (2.1), then we can use the change of variables

$$
\begin{equation*}
z_{n}=\frac{x_{n}}{x_{n-k}}, \quad w_{n}=\frac{y_{n}}{y_{n-k}}, \quad n \in \mathbb{N}_{-l}, \tag{2.2}
\end{equation*}
$$

in (1.9) and obtain the system

$$
\begin{equation*}
z_{n}=\frac{a w_{n-l}+b}{c w_{n-l}+d}, \quad w_{n}=\frac{\alpha z_{n-l}+\beta}{\gamma z_{n-l}+\delta}, \tag{2.3}
\end{equation*}
$$

for $n \in \mathbb{N}_{0}$.
Since system (2.3) is with interlacing indices, we have that the two-dimensional sequences

$$
\begin{equation*}
z_{m}^{(j)}:=z_{m l+j}, \quad w_{m}^{(j)}:=w_{m l+j}, \quad m \in \mathbb{N}_{-1}, j=\overline{0, l-1}, \tag{2.4}
\end{equation*}
$$

are $l$ solutions to the bilinear system of difference equations

$$
\begin{equation*}
u_{m}=\frac{a v_{m-1}+b}{c v_{m-1}+d}, \quad v_{m}=\frac{\alpha u_{m-1}+\beta}{\gamma u_{m-1}+\delta}, \tag{2.5}
\end{equation*}
$$

for $m \in \mathbb{N}_{0}$.
In other words, the sequences $\left(z_{m}^{(j)}\right)_{m \in \mathbb{N}_{-1}}$ and $\left(w_{m}^{(j)}\right)_{m \in \mathbb{N}_{-1}}, j=\overline{0, l-1}$, can be obtained from the general solution of system (2.5). Here, we present a method for solving system (2.5).

To do this, we must consider some restrictions on the system parameters. If $c=0$, then the first equation of (2.5) can be used in its second one, yielding an equation with interlacing indices that stems from a bilinear one, so it is solvable. The case $\gamma=0$ is dual. So, we will assume that $c \neq 0 \neq \gamma$.

Assume that $c \neq 0 \neq \gamma$. Then, in this case, we can rewrite system (2.5) in the following form:

$$
\begin{equation*}
\gamma u_{m}+\delta=\frac{a \gamma+c \delta}{c}+\frac{\frac{\gamma}{c}(b c-a d)}{c v_{m-1}+d}, \quad c v_{m}+d=\frac{\alpha c+d \gamma}{\gamma}+\frac{\frac{c}{\gamma}(\beta \gamma-\alpha \delta)}{\gamma u_{m-1}+\delta}, \tag{2.6}
\end{equation*}
$$

for $m \in \mathbb{N}_{0}$.
In order not to deal with not well defined solutions to system (2.5), we also assume that

$$
\gamma u_{m}+\delta \neq 0 \quad \text { and } \quad c v_{m}+d \neq 0
$$

for all $m \in \mathbb{N}_{-1}$.
Now, we decompose system (2.6) with respect to the terms with odd and even indices as follows:

$$
\begin{gather*}
\gamma u_{2 m}+\delta=\frac{a \gamma+c \delta}{c}+\frac{\frac{\gamma}{c}(b c-a d)}{c v_{2 m-1}+d},  \tag{2.7}\\
c v_{2 m}+d=\frac{\alpha c+d \gamma}{\gamma}+\frac{\frac{c}{\gamma}(\beta \gamma-\alpha \delta)}{\gamma u_{2 m-1}+\delta},  \tag{2.8}\\
\gamma u_{2 m+1}+\delta=\frac{a \gamma+c \delta}{c}+\frac{\frac{\gamma}{c}(b c-a d)}{c v_{2 m}+d}  \tag{2.9}\\
c v_{2 m+1}+d=\frac{\alpha c+d \gamma}{\gamma}+\frac{\frac{c}{\gamma}(\beta \gamma-\alpha \delta)}{\gamma u_{2 m}+\delta} \tag{2.10}
\end{gather*}
$$

for $m \in \mathbb{N}_{0}$.
Multiplying the equations in (2.7)-(2.10) by the products

$$
\begin{align*}
& r_{m}=\prod_{k=0}^{m-1}\left(\gamma u_{2 k}+\delta\right) \prod_{k=1}^{m}\left(c v_{2 k-1}+d\right),  \tag{2.11}\\
& s_{m}=\prod_{k=1}^{m}\left(\gamma u_{2 k-1}+\delta\right) \prod_{k=0}^{m-1}\left(c v_{2 k}+d\right),  \tag{2.12}\\
& p_{m}=\prod_{k=1}^{m}\left(\gamma u_{2 k-1}+\delta\right) \prod_{k=0}^{m}\left(c v_{2 k}+d\right),  \tag{2.13}\\
& q_{m}=\prod_{k=0}^{m}\left(\gamma u_{2 k}+\delta\right) \prod_{k=1}^{m}\left(c v_{2 k-1}+d\right), \tag{2.14}
\end{align*}
$$

respectively, we obtain

$$
\begin{align*}
& q_{m}=\frac{a \gamma+c \delta}{c} r_{m}+\frac{\gamma}{c}(b c-a d) q_{m-1},  \tag{2.15}\\
& p_{m}=\frac{\alpha c+d \gamma}{\gamma} s_{m}+\frac{c}{\gamma}(\beta \gamma-\alpha \delta) p_{m-1},  \tag{2.16}\\
& s_{m+1}=\frac{a \gamma+c \delta}{c} p_{m}+\frac{\gamma}{c}(b c-a d) s_{m},  \tag{2.17}\\
& r_{m+1}=\frac{\alpha c+d \gamma}{\gamma} q_{m}+\frac{c}{\gamma}(\beta \gamma-\alpha \delta) r_{m} . \tag{2.18}
\end{align*}
$$

From (2.15) and (2.18), we easily obtain

$$
\begin{align*}
& r_{m+1}-(a \alpha+b \gamma+c \beta+d \delta) r_{m}+(b c-a d)(\beta \gamma-\alpha \delta) r_{m-1}=0,  \tag{2.19}\\
& q_{m+1}-(a \alpha+b \gamma+c \beta+d \delta) q_{m}+(b c-a d)(\beta \gamma-\alpha \delta) q_{m-1}=0 . \tag{2.20}
\end{align*}
$$

Similarly, from (2.16) and (2.17), it follows that

$$
\begin{align*}
& s_{m+1}-(a \alpha+b \gamma+c \beta+d \delta) s_{m}+(b c-a d)(\beta \gamma-\alpha \delta) s_{m-1}=0,  \tag{2.21}\\
& p_{m+1}-(a \alpha+b \gamma+c \beta+d \delta) p_{m}+(b c-a d)(\beta \gamma-\alpha \delta) p_{m-1}=0, \tag{2.22}
\end{align*}
$$

respectively.
Note that from (2.11)-(2.14), we have

$$
\begin{align*}
& r_{0}=1,  \tag{2.23}\\
& r_{1}=\left(\gamma u_{0}+\delta\right)\left(c v_{1}+d\right),  \tag{2.24}\\
& s_{0}=1,  \tag{2.25}\\
& s_{1}=\left(\gamma u_{1}+\delta\right)\left(c v_{0}+d\right),  \tag{2.26}\\
& p_{0}=c v_{0}+d,  \tag{2.27}\\
& p_{1}=\left(\gamma u_{1}+\delta\right)\left(c v_{0}+d\right)\left(c v_{2}+d\right),  \tag{2.28}\\
& q_{0}=\gamma u_{0}+\delta,  \tag{2.29}\\
& q_{1}=\left(\gamma u_{0}+\delta\right)\left(\gamma u_{2}+\delta\right)\left(c v_{1}+d\right) . \tag{2.30}
\end{align*}
$$

The characteristic equation associated with each of the linear equations in (2.19)-(2.22) is

$$
\begin{equation*}
p_{2}(\lambda):=\lambda^{2}-(a \alpha+b \gamma+c \beta+d \delta) \lambda+(b c-a d)(\beta \gamma-\alpha \delta) . \tag{2.31}
\end{equation*}
$$

If the roots of $p_{2}$ are $\lambda_{1}$ and $\lambda_{2}$, then we can express the general solutions of (2.19)-(2.22) as follows:

$$
\begin{align*}
& r_{m}=\frac{\left(r_{1}-\lambda_{2} r_{0}\right) \lambda_{1}^{m}-\left(r_{1}-\lambda_{1} r_{0}\right) \lambda_{2}^{m}}{\lambda_{1}-\lambda_{2}},  \tag{2.32}\\
& q_{m}=\frac{\left(q_{1}-\lambda_{2} q_{0}\right) \lambda_{1}^{m}-\left(q_{1}-\lambda_{1} q_{0}\right) \lambda_{2}^{m}}{\lambda_{1}-\lambda_{2}},  \tag{2.33}\\
& s_{m}=\frac{\left(s_{1}-\lambda_{2} s_{0}\right) \lambda_{1}^{m}-\left(s_{1}-\lambda_{1} s_{0}\right) \lambda_{2}^{m}}{\lambda_{1}-\lambda_{2}},  \tag{2.34}\\
& p_{m}=\frac{\left(p_{1}-\lambda_{2} p_{0}\right) \lambda_{1}^{m}-\left(p_{1}-\lambda_{1} p_{0}\right) \lambda_{2}^{m}}{\lambda_{1}-\lambda_{2}}, \tag{2.35}
\end{align*}
$$

if $\lambda_{1} \neq \lambda_{2}$, and

$$
\begin{align*}
& r_{m}=\left(r_{0} \lambda_{1}+\left(r_{1}-\lambda_{1} r_{0}\right) m\right) \lambda_{1}^{m-1},  \tag{2.36}\\
& q_{m}=\left(q_{0} \lambda_{1}+\left(q_{1}-\lambda_{1} q_{0}\right) m\right) \lambda_{1}^{m-1},  \tag{2.37}\\
& s_{m}=\left(s_{0} \lambda_{1}+\left(s_{1}-\lambda_{1} s_{0}\right) m\right) \lambda_{1}^{m-1},  \tag{2.38}\\
& p_{m}=\left(p_{0} \lambda_{1}+\left(p_{1}-\lambda_{1} p_{0}\right) m\right) \lambda_{1}^{m-1}, \tag{2.39}
\end{align*}
$$

if

$$
\lambda_{1}=\lambda_{2}=\frac{a \alpha+b \gamma+c \beta+d \delta}{2} .
$$

Now, it should be noticed that there are some relations between the products in (2.11) and (2.14) that give some representations for the sequences $u_{2 m}$ and $v_{2 m+1}$, as well as some relations between the products in (2.12) and (2.13) that give some representations for the sequences $v_{2 m}$ and $u_{2 m+1}$. Indeed, by employing some elementary calculations, it is easy to see that the following relations hold:

$$
\begin{align*}
\gamma u_{2 m}+\delta & =\frac{q_{m}}{r_{m}}  \tag{2.40}\\
\gamma u_{2 m+1}+\delta & =\frac{s_{m+1}}{p_{m}},  \tag{2.41}\\
c v_{2 m}+d & =\frac{p_{m}}{s_{m}}  \tag{2.42}\\
c v_{2 m+1}+d & =\frac{r_{m+1}}{q_{m}} \tag{2.43}
\end{align*}
$$

for $m \in \mathbb{N}_{0}$.

By using the closed-form formulas (2.32)-(2.35) in relations (2.40)-(2.43), as well as the values of $p_{j}, q_{j}, r_{j}$ and $s_{j}, j=0,1$, given in (2.23)-(2.30), it is easy to see that the following formulas hold:

$$
\begin{align*}
\gamma u_{2 m}+\delta & =\left(\gamma u_{0}+\delta\right) \frac{\left(\left(\gamma u_{2}+\delta\right)\left(c v_{1}+d\right)-\lambda_{2}\right) \lambda_{1}^{m}-\left(\left(\gamma u_{2}+\delta\right)\left(c v_{1}+d\right)-\lambda_{1}\right) \lambda_{2}^{m}}{\left(\left(\gamma u_{0}+\delta\right)\left(c v_{1}+d\right)-\lambda_{2}\right) \lambda_{1}^{m}-\left(\left(\gamma u_{0}+\delta\right)\left(c v_{1}+d\right)-\lambda_{1}\right) \lambda_{2}^{m}},  \tag{2.44}\\
\gamma u_{2 m+1}+\delta & =\frac{1}{c v_{0}+d} \frac{\left(\left(\gamma u_{1}+\delta\right)\left(c v_{0}+d\right)-\lambda_{2}\right) \lambda_{1}^{m+1}-\left(\left(\gamma u_{1}+\delta\right)\left(c v_{0}+d\right)-\lambda_{1}\right) \lambda_{2}^{m+1}}{\left(\left(\gamma u_{1}+\delta\right)\left(c v_{2}+d\right)-\lambda_{2}\right) \lambda_{1}^{m}-\left(\left(\gamma u_{1}+\delta\right)\left(c v_{2}+d\right)-\lambda_{1}\right) \lambda_{2}^{m}},  \tag{2.45}\\
c v_{2 m}+d & =\left(c v_{0}+d\right) \frac{\left(\left(\gamma u_{1}+\delta\right)\left(c v_{2}+d\right)-\lambda_{2}\right) \lambda_{1}^{m}-\left(\left(\gamma u_{1}+\delta\right)\left(c v_{2}+d\right)-\lambda_{1}\right) \lambda_{2}^{m}}{\left(\left(\gamma u_{1}+\delta\right)\left(c v_{0}+d\right)-\lambda_{2}\right) \lambda_{1}^{m}-\left(\left(\gamma u_{1}+\delta\right)\left(c v_{0}+d\right)-\lambda_{1}\right) \lambda_{2}^{m}},  \tag{2.46}\\
c v_{2 m+1}+d & =\frac{1}{\gamma u_{0}+\delta} \frac{\left(\left(\gamma u_{0}+\delta\right)\left(c v_{1}+d\right)-\lambda_{2}\right) \lambda_{1}^{m+1}-\left(\left(\gamma u_{0}+\delta\right)\left(c v_{1}+d\right)-\lambda_{1}\right) \lambda_{2}^{m+1}}{\left(\left(\gamma u_{2}+\delta\right)\left(c v_{1}+d\right)-\lambda_{2}\right) \lambda_{1}^{m}-\left(\left(\gamma u_{2}+\delta\right)\left(c v_{1}+d\right)-\lambda_{1}\right) \lambda_{2}^{m}}, \tag{2.47}
\end{align*}
$$

if $\lambda_{1} \neq \lambda_{2}$.
Similarly, employing the closed-form formulas (2.36)-(2.39) in relations (2.40)-(2.43), as well as the values of $p_{j}, q_{j}, r_{j}$ and $s_{j}, j=0,1$, given in (2.23)-(2.30), we obtain the formulas

$$
\begin{align*}
\gamma u_{2 m}+\delta & =\left(\gamma u_{0}+\delta\right) \frac{\lambda_{1}+\left(\left(\gamma u_{2}+\delta\right)\left(c v_{1}+d\right)-\lambda_{1}\right) m}{\lambda_{1}+\left(\left(\gamma u_{0}+\delta\right)\left(c v_{1}+d\right)-\lambda_{1}\right) m},  \tag{2.48}\\
\gamma u_{2 m+1}+\delta & =\frac{\lambda_{1}}{c v_{0}+d} \frac{\lambda_{1}+\left(\left(\gamma u_{1}+\delta\right)\left(c v_{0}+d\right)-\lambda_{1}\right)(m+1)}{\lambda_{1}+\left(\left(\gamma u_{1}+\delta\right)\left(c v_{2}+d\right)-\lambda_{1}\right) m},  \tag{2.49}\\
c v_{2 m}+d & =\left(c v_{0}+d\right) \frac{\lambda_{1}+\left(\left(\gamma u_{1}+\delta\right)\left(c v_{2}+d\right)-\lambda_{1}\right) m}{\lambda_{1}+\left(\left(\gamma u_{1}+\delta\right)\left(c v_{0}+d\right)-\lambda_{1}\right) m},  \tag{2.50}\\
c v_{2 m+1}+d & =\frac{\lambda_{1}}{\gamma u_{0}+\delta} \frac{\lambda_{1}+\left(\left(\gamma u_{0}+\delta\right)\left(c v_{1}+d\right)-\lambda_{1}\right)(m+1)}{\lambda_{1}+\left(\left(\gamma u_{2}+\delta\right)\left(c v_{1}+d\right)-\lambda_{1}\right) m}, \tag{2.51}
\end{align*}
$$

if $\lambda_{1}=\lambda_{2}$.
The general solution to system (2.5) is obtained from the closed-form formulas in (2.44)-(2.47), when $\lambda_{1} \neq \lambda_{2}$, and from the closed-form formulas (2.48)-(2.51), when $\lambda_{1}=\lambda_{2}$.

Employing the relations in (2.4), the closed-form formulas to the solution of system (2.3) are

$$
\begin{align*}
z_{2 m}^{(j)} & =-\frac{\delta}{\gamma}+\frac{\left(\gamma z_{0}^{(j)}+\delta\right)\left(\left(\left(\gamma z_{2}^{(j)}+\delta\right)\left(c w_{1}^{(j)}+d\right)-\lambda_{2}\right) \lambda_{1}^{m}-\left(\left(\gamma z_{2}^{(j)}+\delta\right)\left(c w_{1}^{(j)}+d\right)-\lambda_{1}\right) \lambda_{2}^{m}\right)}{\gamma\left(\left(\left(\gamma z_{0}^{(j)}+\delta\right)\left(c w_{1}^{(j)}+d\right)-\lambda_{2}\right) \lambda_{1}^{m}-\left(\left(\gamma z_{0}^{(j)}+\delta\right)\left(c w_{1}^{(j)}+d\right)-\lambda_{1}\right) \lambda_{2}^{m}\right)},  \tag{2.52}\\
z_{2 m+1}^{(j)} & =-\frac{\delta}{\gamma}+\frac{\left(\left(\gamma z_{1}^{(j)}+\delta\right)\left(c w_{0}^{(j)}+d\right)-\lambda_{2}\right) \lambda_{1}^{m+1}-\left(\left(\gamma z_{1}^{(j)}+\delta\right)\left(c w_{0}^{(j)}+d\right)-\lambda_{1}\right) \lambda_{2}^{m+1}}{\gamma\left(c w_{0}^{(j)}+d\right)\left(\left(\left(\gamma z_{1}^{(j)}+\delta\right)\left(c w_{2}^{(j)}+d\right)-\lambda_{2}\right) \lambda_{1}^{m}-\left(\left(\gamma z_{1}^{(j)}+\delta\right)\left(c w_{2}^{(j)}+d\right)-\lambda_{1}\right) \lambda_{2}^{m}\right)},  \tag{2.53}\\
w_{2 m}^{(j)} & =-\frac{d}{c}+\frac{\left(c w_{0}^{(j)}+d\right)\left(\left(\left(\gamma z_{1}^{(j)}+\delta\right)\left(c w_{2}^{(j)}+d\right)-\lambda_{2}\right) \lambda_{1}^{m}-\left(\left(\gamma z z_{1}^{(j)}+\delta\right)\left(c w_{2}^{(j)}+d\right)-\lambda_{1}\right) \lambda_{2}^{m}\right)}{c\left(\left(\left(\gamma z_{1}^{(j)}+\delta\right)\left(c w_{0}^{(j)}+d\right)-\lambda_{2}\right) \lambda_{1}^{m}-\left(\left(\gamma z_{1}^{(j)}+\delta\right)\left(c w_{0}^{(j)}+d\right)-\lambda_{1}\right) \lambda_{2}^{m}\right)},  \tag{2.54}\\
w_{2 m+1}^{(j)} & =-\frac{d}{c}+\frac{\left(\left(\gamma z_{0}^{(j)}+\delta\right)\left(c w_{1}^{(j)}+d\right)-\lambda_{2}\right) \lambda_{1}^{m+1}-\left(\left(\gamma z_{0}^{(j)}+\delta\right)\left(c w_{1}^{(j)}+d\right)-\lambda_{1}\right) \lambda_{2}^{m+1}}{c\left(\gamma z_{0}^{(j)}+\delta\right)\left(\left(\left(\gamma z_{2}^{(j)}+\delta\right)\left(c w_{1}^{(j)}+d\right)-\lambda_{2}\right) \lambda_{1}^{m}-\left(\left(\gamma z_{2}^{(j)}+\delta\right)\left(c w_{1}^{(j)}+d\right)-\lambda_{1}\right) \lambda_{2}^{m}\right)}, \tag{2.55}
\end{align*}
$$

if $\lambda_{1} \neq \lambda_{2}$, and

$$
\begin{gather*}
z_{2 m}^{(j)}=-\frac{\delta}{\gamma}+\frac{\left(\gamma z_{0}^{(j)}+\delta\right)\left(\lambda_{1}+\left(\left(\gamma z_{2}^{(j)}+\delta\right)\left(c w_{1}^{(j)}+d\right)-\lambda_{1}\right) m\right)}{\gamma\left(\lambda_{1}+\left(\left(\gamma z_{0}^{(j)}+\delta\right)\left(c w_{1}^{(j)}+d\right)-\lambda_{1}\right) m\right)},  \tag{2.56}\\
z_{2 m+1}^{(j)}=-\frac{\delta}{\gamma}+\frac{\lambda_{1}\left(\lambda_{1}+\left(\left(\gamma z_{1}^{(j)}+\delta\right)\left(c w_{0}^{(j)}+d\right)-\lambda_{1}\right)(m+1)\right)}{\gamma\left(c w_{0}^{(j)}+d\right)\left(\lambda_{1}+\left(\left(\gamma z_{1}^{(j)}+\delta\right)\left(c w_{2}^{(j)}+d\right)-\lambda_{1}\right) m\right)},  \tag{2.57}\\
w_{2 m}^{(j)}=-\frac{d}{c}+\frac{\left(c w_{0}^{(j)}+d\right)\left(\lambda_{1}+\left(\left(\gamma z_{1}^{(j)}+\delta\right)\left(c w_{2}^{(j)}+d\right)-\lambda_{1}\right) m\right)}{c\left(\lambda_{1}+\left(\left(\gamma z_{1}^{(j)}+\delta\right)\left(c w_{0}^{(j)}+d\right)-\lambda_{1}\right) m\right)},  \tag{2.58}\\
w_{2 m+1}^{(j)}=-\frac{d}{c}+\frac{\lambda_{1}\left(\lambda_{1}+\left(\left(\gamma z_{0}^{(j)}+\delta\right)\left(c w_{1}^{(j)}+d\right)-\lambda_{1}\right)(m+1)\right)}{c\left(\gamma z_{0}^{(j)}+\delta\right)\left(\lambda_{1}+\left(\left(\gamma z_{2}^{(j)}+\delta\right)\left(c w_{1}^{(j)}+d\right)-\lambda_{1}\right) m\right)}, \tag{2.59}
\end{gather*}
$$

for $j=\overline{0, l-1}$, if $\lambda_{1}=\lambda_{2}$.
Using (2.2), we have

$$
\begin{equation*}
x_{n}=z_{n} x_{n-k}, \quad y_{n}=w_{n} y_{n-k}, \quad n \in \mathbb{N}_{-l}, \tag{2.60}
\end{equation*}
$$

from which it follows that

$$
\begin{equation*}
x_{k m_{1}-i}=z_{k m_{1}-i} x_{k\left(m_{1}-1\right)-i}, \quad y_{k m_{1}-i}=w_{k m_{1}-i} y_{k\left(m_{1}-1\right)-i}, \tag{2.61}
\end{equation*}
$$

for $i=\overline{l-k+1, l}$ and $m_{1} \in \mathbb{N}_{0}$.
The equations in (2.61) are independent of each other, and their solutions are given by

$$
\begin{align*}
& x_{k m_{1}-i}=x_{-k-i} \prod_{\substack{s=0}}^{m_{1}} z_{k s-i},  \tag{2.62}\\
& y_{k m_{1}-i}=y_{-k-i} \prod_{s=0}^{m_{1}} w_{k s-i}, \tag{2.63}
\end{align*}
$$

for $i=\overline{l-k+1, l}$ and $m_{1} \in \mathbb{N}_{0}$.
The closed-form formulas for solutions to system (1.9) are obtained by employing (2.52)-(2.55) in (2.62) and (2.63) when $\lambda_{1} \neq \lambda_{2}$ and (2.56)-(2.59) in (2.62) and (2.63) when $\lambda_{1}=\lambda_{2}$.

From the above conducted detailed analysis, we see that system (1.9) is solvable in a theoretical way.

Remark 1. When

$$
a d=b c \quad \text { or } \quad \alpha \delta=\beta \gamma,
$$

from (2.6), we obtain several simple cases.
Namely, if $a d=b c$, then we obtain

$$
\begin{equation*}
u_{m}=\frac{a}{c}, \quad v_{m}=\frac{a \alpha+c \beta}{a \gamma+c \delta}, \tag{2.64}
\end{equation*}
$$

for $m \in \mathbb{N}$, if $c \neq 0$, or

$$
\begin{equation*}
u_{m}=\frac{b}{d}, \quad v_{m}=\frac{b \alpha+d \beta}{b \gamma+d \delta}, \tag{2.65}
\end{equation*}
$$

for $m \in \mathbb{N}$, if $d \neq 0$. Meanwhile, if $\beta \gamma=\alpha \delta$, then we obtain

$$
\begin{equation*}
u_{m}=\frac{a \alpha+b \gamma}{c \alpha+d \gamma}, \quad v_{m}=\frac{\alpha}{\gamma}, \tag{2.66}
\end{equation*}
$$

for $m \in \mathbb{N}$, if $\gamma \neq 0$, or

$$
\begin{equation*}
u_{m}=\frac{a \beta+b \delta}{c \beta+d \delta}, \quad v_{m}=\frac{\beta}{\delta}, \tag{2.67}
\end{equation*}
$$

for $m \in \mathbb{N}$, if $\delta \neq 0$.
Since in these cases $\left(z_{m}^{(j)}\right)_{m \geq-1}$ and $\left(w_{m}^{(j)}\right)_{m \geq-1}, j=\overline{0, l-1}$, are $l$ eventually constant sequences, the formulas for the general solution to system (1.9) can be easily obtained by using formulas (2.62) and (2.63).

Since we now have a theoretical method for solving the system of difference equations in (1.9), it is a natural question if there are some concrete cases of delays $k$ and $l$ for which it is possible to present the general solutions of the corresponding systems in the form of several concrete closed-form formulas. Note that to do this, we should apply formulas (2.52)-(2.59) in (2.62) and (2.63). In the example which follows, we present one such case.

Example 1. Let $k=2$ and $l=1$. Then, we have the following system of difference equations:

$$
\begin{equation*}
x_{n}=x_{n-2} \frac{a y_{n-1}+b y_{n-3}}{c y_{n-1}+d y_{n-3}}, \quad y_{n}=y_{n-2} \frac{\alpha x_{n-1}+\beta x_{n-3}}{\gamma x_{n-1}+\delta x_{n-3}}, \tag{2.68}
\end{equation*}
$$

for $n \in \mathbb{N}_{0}$, where the initial values $x_{-j}, y_{-j}, j=\overline{1,3}$, and the parameters $a, b, c, d, \alpha, \beta, \gamma, \delta$ are real numbers.

We have that in (2.62) and (2.63) $i=0,1$, and in (2.4) $j=0$. Accordingly, using (2.52)-(2.59), we get the closed-form formulas for solutions to system (2.68) and obtain the following theorem.

Theorem 2.1. Let $k=2, l=1, a, b, c, d, \alpha, \beta, \gamma, \delta \in \mathbb{R},\left(a^{2}+b^{2}\right)\left(\alpha^{2}+\beta^{2}\right) \neq 0, c \gamma \neq 0$, and $\lambda_{1}$ and $\lambda_{2}$ be the roots of polynomial (2.31). Then, system (1.9) is solvable in closed form, and its general solution is given by the formulas

$$
\begin{aligned}
x_{2 m} & =x_{-2} \prod_{s=0}^{m}\left(-\frac{\delta}{\gamma}+\frac{\left(\gamma \frac{x_{0}}{x_{-2}}+\delta\right)\left(\left(\left(\gamma \frac{x_{2}}{x_{0}}+\delta\right)\left(c \frac{y_{1}}{y_{-1}}+d\right)-\lambda_{2}\right) \lambda_{1}^{s}-\left(\left(\gamma \frac{x_{2}}{x_{0}}+\delta\right)\left(c \frac{y_{1}}{y_{1-1}}+d\right)-\lambda_{1}\right) \lambda_{2}^{s}\right)}{\gamma\left(\left(\left(\gamma \frac{x_{0}}{x_{-2}}+\delta\right)\left(c \frac{y_{1}}{y_{-1}}+d\right)-\lambda_{2}\right) \lambda_{1}^{s}-\left(\left(\gamma \frac{x_{0}}{x_{-2}}+\delta\right)\left(c \frac{y_{1}}{y_{-1}}+d\right)-\lambda_{1}\right) \lambda_{2}^{s}\right)}\right), \\
x_{2 m+1} & =x_{-1} \prod_{s=0}^{m}\left(-\frac{\delta}{\gamma}+\frac{\left(\left(\gamma \frac{x_{1}}{x_{-1}}+\delta\right)\left(c c \frac{y_{0}}{y_{-2}}+d\right)-\lambda_{2}\right) \lambda_{1}^{s+1}-\left(\left(\gamma \frac{x_{1}}{x_{-1}}+\delta\right)\left(c \frac{y_{0}}{y-2}+d\right)-\lambda_{1}\right) \lambda_{2}^{s+1}}{\gamma\left(c \frac{y_{0}}{y_{-2}}+d\right)\left(\left(\left(\gamma \frac{x_{1}}{x_{-1}}+\delta\right)\left(c \frac{y_{2}}{y_{0}}+d\right)-\lambda_{2}\right) \lambda_{1}^{s}-\left(\left(\gamma \frac{x_{1}}{x_{-1}}+\delta\right)\left(c \frac{y_{2}}{y_{0}}+d\right)-\lambda_{1}\right) \lambda_{2}^{s}\right)}\right), \\
y_{2 m} & =y_{-2} \prod_{s=0}^{m}\left(-\frac{d}{c}+\frac{\left(c \frac{y_{0}}{y-2}+d\right)\left(\left(\left(\gamma \frac{x_{1}}{x_{-1}}+\delta\right)\left(c \frac{y_{2}}{y_{0}}+d\right)-\lambda_{2}\right) \lambda_{1}^{s}-\left(\left(\gamma \frac{x_{1}}{x_{-1}}+\delta\right)\left(c \frac{y_{2}}{y_{0}}+d\right)-\lambda_{1}\right) \lambda_{2}^{s}\right)}{c\left(\left(\left(\gamma \frac{x_{1}}{x_{-1}}+\delta\right)\left(c \frac{y_{0}}{x_{-2}}+d\right)-\lambda_{2}\right) \lambda_{1}^{s}-\left(\left(\frac{x_{1}}{x_{-2}}+\delta\right)\left(c \frac{y_{0}}{\left.\left.y-d)-\lambda_{1}\right) \lambda_{2}^{s}\right)}\right),\right.\right.}\right.
\end{aligned}
$$

$$
y_{2 m+1}=y_{-1} \prod_{s=0}^{m}\left(-\frac{d}{c}+\frac{\left(\left(\gamma \frac{x_{0}}{x_{-2}}+\delta\right)\left(c \frac{y_{1}}{y_{-1}}+d\right)-\lambda_{2}\right) \lambda_{1}^{s+1}-\left(\left(\gamma \frac{x_{0}}{x_{-2}}+\delta\right)\left(c \frac{y_{1}}{y_{-1}}+d\right)-\lambda_{1}\right) \lambda_{2}^{s+1}}{c\left(\gamma \frac{x_{0}}{x_{-2}}+\delta\right)\left(\left(\left(\gamma \frac{x_{2}}{x_{0}}+\delta\right)\left(c \frac{y_{1}}{y_{-1}}+d\right)-\lambda_{2}\right) \lambda_{1}^{s}-\left(\left(\gamma \frac{x_{2}}{x_{0}}+\delta\right)\left(c \frac{y_{1}}{y_{-1}}+d\right)-\lambda_{1}\right) \lambda_{2}^{s}\right)}\right),
$$

for $m \in \mathbb{N}_{-1}$, if $\lambda_{1} \neq \lambda_{2}$, and

$$
\begin{aligned}
x_{2 m} & =x_{-2} \prod_{s=0}^{m}\left(-\frac{\delta}{\gamma}+\frac{\left(\gamma \frac{x_{0}}{x_{-2}}+\delta\right)\left(\lambda_{1}+\left(\left(\gamma \frac{x_{2}}{x_{0}}+\delta\right)\left(c \frac{y_{1}}{y_{-1}}+d\right)-\lambda_{1}\right) s\right)}{\gamma\left(\lambda_{1}+\left(\left(\gamma \frac{x_{0}}{x_{-2}}+\delta\right)\left(c \frac{y_{1}}{y_{-1}}+d\right)-\lambda_{1}\right) s\right)}\right), \\
x_{2 m+1} & =x_{-1} \prod_{s=0}^{m}\left(-\frac{\delta}{\gamma}+\frac{\lambda_{1}\left(\lambda_{1}+\left(\left(\gamma \frac{x_{1}}{x_{-1}}+\delta\right)\left(c \frac{y_{0}}{y_{-2}}+d\right)-\lambda_{1}\right)(s+1)\right)}{\gamma\left(c \frac{y_{0}}{y-2}+d\right)\left(\lambda_{1}+\left(\left(\gamma \frac{x_{1}}{x_{1}}+\delta\right)\left(c \frac{y_{2}}{y_{0}}+d\right)-\lambda_{1}\right) s\right)}\right), \\
y_{2 m} & =y_{-2} \prod_{s=0}^{m}\left(-\frac{d}{c}+\frac{\left(c \frac{y_{0}}{y_{-2}}+d\right)\left(\lambda_{1}+\left(\left(\gamma \frac{x_{1}}{x_{-1}}+\delta\right)\left(c \frac{y_{2}}{y_{0}}+d\right)-\lambda_{1}\right) s\right)}{c\left(\lambda_{1}+\left(\left(\gamma \frac{x_{1}}{x_{-1}}+\delta\right)\left(c \frac{y_{0}}{y_{-2}}+d\right)-\lambda_{1}\right) s\right)}\right), \\
y_{2 m+1} & =y_{-1} \prod_{s=0}^{m}\left(-\frac{d}{c}+\frac{\lambda_{1}\left(\lambda_{1}+\left(\left(\gamma \frac{x_{0}}{x_{-2}}+\delta\right)\left(c \frac{y_{1}}{y_{-1}}+d\right)-\lambda_{1}\right)(s+1)\right)}{c\left(\gamma \frac{x_{0}}{x_{-2}}+\delta\right)\left(\lambda_{1}+\left(\left(\gamma \frac{x_{2}}{x_{0}}+\delta\right)\left(c\left(\frac{y_{1}}{y_{1-1}}+d\right)-\lambda_{1}\right) s\right)\right.}\right),
\end{aligned}
$$

for $m \in \mathbb{N}_{-1}$, if $\lambda_{1}=\lambda_{2}$.
Remark 2. From (2.31) we have that $(a \alpha+b \gamma+c \beta+d \delta)^{2} \neq 4(b c-a d)(\beta \gamma-\alpha \delta)$ is a necessary and sufficient condition for $\lambda_{1} \neq \lambda_{2}$.

Remark 3. The closed-form formulas for the general solution to system (2.68) given in Theorem 1 can be used in describing the long-term behaviour of the solutions to the system, by using some standard methods in the above cited references, such as [3,4,34,37,40,42,43,49]. This pretty standard problem we leave to the interested reader as a simple exercise.

Remark 4. Formulas (2.52)-(2.59), (2.62) and (2.63) can also be used for finding closed-form formulas for the general solution to system (1.9) in the case of some other values of delays $k$ and $l$. We also leave this simple problem to the interested reader.

## 3. Conclusions

We give some detailed theoretical explanations for solving a two-dimensional nonlinear system of difference equations close to the bilinear system of some interest. Since the system is a natural generalization of the corresponding one-dimensional difference equation, whose special cases appear in the literature from time to time, our main result generalizes many results therein. As an application, we present closed-form formulas for the general solution to the system for a concrete choice of the delays. The methods given in the paper can be used in many related situations and should be useful to a wide audience.
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