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#### Abstract

In this study, we use the Hilfer derivative to analyze the approximate controllability of fractional stochastic evolution inclusions (FSEIs) with nonlocal conditions. By assuming that the corresponding linear system is approximately controllable, we obtain a novel set of adequate requirements for the approximate controllability of nonlinear FSEIs in meticulous detail. The fixedpoint theorem for multi-valued operators and fractional calculus are used to achieve the results. Finally, we use several instances to demonstrate our findings.
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## 1. Introduction

The details of the well-developed controllability theory for abstract linear and nonlinear control systems in finite and infinite dimensional spaces are provided in [1-3]. Furthermore, deterministic models frequently vary owing to ambient noise that appears to be random. As a result, in order to
improve model performance, deterministic systems must be replaced with stochastic systems. Stochastic differential equations are widely used in the formulation and analysis of electrical, control engineering, physical sciences and mechanical $[4,5]$. Several writers have explored the topic of exact and approximate controllability of nonlinear stochastic differential systems(see $[6,7]$ and references therein). It has been shown in [8] that an impulsive neutral stochastic functional differential system with state-dependent delay approximates controllability in Hilbert spaces (HS). On the other hand, due to its applications in numerous sectors of science and engineering over the past 20 years, fractional differential equations have captured the interest of many engineers, physicists and mathematicians. The memory and hereditary characteristics of several significant materials and processes can be described by differential equations of any order. We cite $[9,10]$ for the most recent developments in this sector for the reader's reference. Using a solution operator and the traditional fixed-point theorems, Shu et al. [11] demonstrated the existence of mild solutions for a class of impulsive fractional partial semi-linear differential equations. For a class of fractional neutral stochastic integro-differential equations with infinite delay, Cui and Yan [12] investigated the existence of mild solutions. Additionally, because FSD-Inclusions are used in the mathematical modeling of a number of issues in economics, optimal control, etc., the issue of whether fractional differential inclusion problems have solutions has been researched by a number of authors for a variety of dynamical systems [13]. More recently, Yan and Zhang [14] using the nonlinear alternate solution of Leray-Schauder type for multi-valued maps due to O'Regan and properties of the solution operator, derived a set of sufficient conditions for the existence of solutions of impulsive fractional partial neutral stochastic integro-differential inclusions. Furthermore, very few studies on the analysis of controllability issues for FSD-Inclusions have been recorded. Using the fixed-point theorem of the collapsing multi-valued map, Duan et al. [15] have examined the exact controllability of nonlinear stochastic impulsive evolution differential inclusions with indefinite delay. Additionally, investigations on the fractional differential system's controllability problem have drawn a lot of interest from various scholars [16, 17]. It should be noted that approximate controllability, as opposed to exact controllability, is more suitable for control systems. If a control process can be identified that is consumable and results in a solution that is relatively close to a specified square integrable end condition, then the control system is said to be roughly controllable for all beginning data and all finite time horizons with $\mathrm{b}>0$ in [18]. In the works by [19, 20], approximate controllability of fractional order systems has been reported. The approximate controllability of control systems governed by a class of partial fractional neutral integro-differential inclusions with state-dependent delay was established by Yan in his paper [21]. Ahmed et al. [22], Sathiyaraj et al. [23], Ma et al. [24], Lui et al. [25] and Shu et al. [26] worked on fractional stochastic differential equation and Guo et al. [27] studied optimal control system with random impulses. Byszewski et al. [28] studied the existence and uniqueness of a solution of a nonlocal abstract cauchy problem in a banach space. Alzabut et al. [29] worked on Nonlinear Discrete Fractional Pantograph Equations with Non-Local Initial Conditions. Abuasbeh et al. [30-33] worked on Time-Fractional Initial Boundary Value Problems and fractional differential equation. Mouman et al. [34, 35] studied simpson type inequalities and fractional integral pantograph differential equations. Ghafli et al. [36] studied topological structure of fractional control delay problem. Using fixed-point methods and fractional computations, Sakthivel et al. [37, 38] more recently investigated the results of approximation controllability for fractional deterministic and stochastic differential systems. To the best of our
knowledge, no research has yet been done on the approximation controllability problem for fractional stochastic differential inclusions with nonlocal conditions and infinite delay. With nonlocal conditions of the kind, we investigate the roughly controllability of the following FSD-Inclusions:

$$
\left\{\begin{array}{l}
D_{0^{+}}^{v, \sigma ; \varsigma} y(\rho) \in \Lambda y(\rho)+\mathcal{G}(\rho, y(\rho))+\Delta(\rho, y(\rho)) \frac{d w(\rho)}{d t}+B u(\rho), \rho \in[0, b],  \tag{1.1}\\
I_{0^{+}}^{(1-v)(1-\sigma) ; \varsigma} y(0)=y_{0}+g(y),
\end{array}\right.
$$

where $D_{0^{+}}^{v, \sigma, S}$ is the Hilfer fractional derivative (HFD) of order $1 / 2<v \leq 1$. On a linear HS H, $\Lambda$ is a distributional operator densely constructed with the inner product (.,.) and norm $\|$.$\| . Let \mathrm{K}$ be another separable HS with $(., .)_{K}$ and $\|.\|_{K}$ as its inner products. Assuming a K-valued Brownian motion or Weiner process with a finite trace nuclear covariance operator $Q \geq 0$ described on a complete probability space. Consider $\{w(\rho)\} \rho \geq 0$ be that process, $\left(v, \mathcal{G},\left\{\mathcal{G}_{\rho}\right\}_{\rho \geq 0}, \mathcal{P}\right)$. The control function is given as $u($.$) , where U$ is a Hilbert space, $B$ is a bounded linear operator into $H$ and $L(K, H)$ designates the set of all bounded linear operators from K into H . The random variable $y_{0} \in H$ satisfies the equation $\mathrm{E}\left\|y_{0}\right\|^{2}<\infty ; \mathcal{G}, \Delta$ are multivalued mappings and $g$ is a nonlinear function.

Stochastic processes, such as stochastic Brownian motion, have wide-ranging applications in various scientific disciplines. It is named after Robert Brown, who first observed the erratic movement of pollen grains suspended in a fluid. In the context of control theory and fractional stochastic evolution inclusions, the use of stochastic Brownian motion becomes particularly relevant. Fractional stochastic evolution inclusions are mathematical equations that involve both fractional calculus and stochastic processes. Controllability analysis involves considering nonlocal conditions, which were proposed by Byszewski et al. to generalize the study of the canonical initial problem. The motivation for introducing nonlocal conditions arises from physical science, where certain phenomena exhibit nonlocal behavior. To analyze the controllability of fractional stochastic evolution inclusions, researchers use the Wiener process and Hilfer derivative of fixed point theory. The Hilfer derivative is a fractional derivative operator introduced by R. Hilfer, which generalizes the concept of fractional derivatives and allows for a more comprehensive understanding of fractional calculus. The incorporation of nonlocal conditions and the utilization of the Wiener process, along with the Hilfer derivative, provide a mathematical framework to study the controllability properties of these complex systems.

## 2. Preliminaries

In this section, we provide a few definitions and early results which will be applied to this investigation.

Let $\left(\Psi, \mathcal{G},\left\{\mathcal{G}_{\rho}\right\}_{\rho \geq 0}, \mathcal{P}\right)$ be filtered complete probability space satisfying the standard condition which suggests that the filtration may be right continuous increasing family and $\mathcal{G}_{0}$ contains all P-null sets. Let be a Q-Weiner process defined on $\left(\Psi, \mathcal{G},\left\{\mathcal{G}_{\rho}\right\}_{\rho \geq 0}, \mathcal{P}\right)$ with the covariance operator Q such that $\operatorname{tr}(Q)<$ $\infty$. We assume that there exists a complete orthonormal system $e_{k}, k \geq 1$ in K , a bounded sequence of non-negative real numbers $\lambda_{k}$ such that $Q e_{k}=\lambda_{k} e_{k}, \mathrm{k}=1,2, \ldots$ and a sequence of independent Brownian motions $\beta_{k}, k \geq 1$ such that $(W(\rho), e)_{K}=\sum_{k=1}^{\infty} \sqrt{\lambda_{k}}\left(e_{k}, e\right) \beta_{k}(\rho),,, e \in K,,, \rho \geq 0$. Let $L_{2}^{0}=$ $L_{2}\left(Q^{1 / 2} K, H\right)$ be the space of all Hilbert-Schmidt operators from $\left\{\mathfrak{Q}^{1 / 2} \mathrm{~K}\right\}$ to H with the inner product
$(\phi, \varphi)=\operatorname{Tr}\left(\phi \mathfrak{Q} \varphi^{*}\right)$. Let be the Banach space of all $F_{b}$ measurable square-integrable random variables in H. Denote C by $C\left([0, b], L_{2}(v, F, H)\right)$, the Banach space of all the continuous functions from [0,b] to $L_{2}(v, \mathcal{G}, H)$ satisfying the condition $\sup E\|y(\rho)\|^{2}<\infty$.

Now, we introduce some basic definitions and results of multivalued maps. We use the notations $\mathrm{P}(\mathrm{H})$ for the family of all subsets of H and denote $P_{b d}(H)=Y \in P(H): Y$ is bounded, $P_{c l}(H)=Y \in P(H)$ : Y is closed, $P_{c v}(H)=Y \in P(H)$ : Y is convex, $P_{c p}(H)=Y \in P(H): Y$ is compact. A multivalued map $\mathcal{G}: H \rightarrow P(H)$ is convex(closed) valued if $\mathcal{G}(y)$ is convex(closed) for all $y \in H$. $\mathcal{G}$ is bounded on bounded sets if $\mathcal{G}(C)=\bigcup_{y \in C} \mathcal{G}(y)$ is bounded in H, i.e $\sup _{y \in C}\{\sup \{\|z\|: z \in \mathcal{G}(y)\}\}<\infty$.
Definition 2.1. [13] $\mathcal{G}$ is called upper semicontinuous (u.s.c.) on H if for each $y_{0} \in H$, the set $\mathcal{G}\left(y_{0}\right)$ is nonempty closed subset of H and if for each open set C of H containing $\mathcal{G}\left(y_{0}\right)$, there exists an open neighborhood V of $y_{0}$ such that $\mathcal{G}(V) \subseteq C$.
Definition 2.2. [13] $\mathcal{G}$ is called completely continuous if $\mathcal{G}(C)$ is relatively compact for every bounded subset C of H . If the multivalued map $\mathcal{G}$ is completely continuous with nonempty compact values, then $\mathcal{G}$ is u.s.c., if and only if $\mathcal{G}$ has a closed graph, i.e. $y^{n} \rightarrow y^{*}, z^{n} \rightarrow z^{*}, z^{n} \in \mathcal{G} y^{n}$ implies that $z^{*} \in \mathcal{G} y^{*} . \mathcal{G}$ has a fixed point if there is $y \in H$ such that $y \in \mathcal{G}(y)$.
Definition 2.3. [39] The multivalued map $\mathcal{G}: J \times H \rightarrow P_{b d, c l, c v}(H)$ is said to be $L^{2}$ - Caratheodory if
(i) $\rho \mapsto \mathcal{G}(\rho, v)$ is measurable for each $v \in H$;
(ii) $\rho \mapsto \mathcal{G}(\rho, v)$ is upper semicontinuous for almost all $\rho \in J$;
(iii) for each $m>0$, there exists $g_{m} \in L^{1}\left(J, R^{+}\right)$such that $\|\mathcal{G}(\rho, v)\|^{2}=\sup _{\mathcal{G} \in \mathcal{G}(\rho, v)} E\|\mathcal{G}\|^{2} \leq g_{m}(\rho)$, for all $\|\nu\|_{c}^{2} \leq m$ and for a.e. $\rho \in J$.
Lemma 2.1. [39] Let $J$ be a compact real interval and $H$ be a HS. Let $\mathcal{F}$ be an $L^{2}$ - Caratheodory multivalued map and for each $y \in C$, the set $R_{\mathcal{F}, y}=\left\{h \in L^{2}(L(K, H)): h(\rho) \in \mathcal{F}(\rho, y(\rho))\right.$, for a, e, $\rho \in$ $J\}$ is nonempty. Let $\psi$ be a linear continuous mapping from $L^{2}(J, H)$ to $C(J, H)$, then the operator

$$
\Psi \circ R_{\mathcal{F}}: C(J, H) \rightarrow P_{c p, c v}(C(J, H)), y \mapsto\left(\Psi \circ R_{\mathcal{F}}\right)(y)=\Psi\left(R_{\mathcal{F}, y}\right)
$$

is closed graph operator in $C(J, H) \times C(J, H)$.
Definition 2.4. [40] The Caputo derivative of order $\delta$ for a function $\mathcal{G}:[0, \infty) \rightarrow R$ can be written as

$$
D_{\rho}^{\nu} \mathcal{G}(\rho)=\frac{1}{\Gamma(n-v)} \int_{0}^{\rho}(\rho-\varpi)^{n-\nu-1} \mathcal{G}^{(n)}(\varpi) d \varpi=I^{n-v} \mathcal{G}^{n}(\rho)
$$

for $n-1<v<n, n \in N$. If $0<v \leq 1$, then

$$
D_{\rho}^{v} \mathcal{G}(\rho)=\frac{1}{\Gamma(1-v)} \int_{0}^{\rho}(\rho-\varpi)^{-v} \mathcal{G}^{(1)}(\varpi) d \varpi .
$$

The Laplace Transform of Caputo derivative of order $v>0$ is given as

$$
L\left\{D_{\rho}^{\nu} \mathcal{G}(\rho): \lambda\right\}=\lambda^{v} \mathcal{G}(\lambda)-\sum_{k=0}^{n-1} \lambda^{v-k-1} \mathcal{G}^{(k)}(0) ; n-1<v<n
$$

The two-parameter function of the Mittag-Leffler type is defined by the series expansion

$$
E_{v, w}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(v k+w)}=\frac{1}{2 \pi i} \int_{C} \frac{\mu^{v-w} e^{\mu}}{\mu^{v}-z} d \mu, v, w>0, z \in C
$$

where C is a contour that circles the disc $\|\mu\| \leq|z|^{1 / 2}$ counterclockwise and has an origin and destination at $-\infty$. The Mittag-Leffler function's most intriguing characteristics are connected to their Laplace integral

$$
\int_{0}^{\infty} e^{-\lambda \rho} t^{w-1} E_{v, w}\left(\omega \rho^{v}\right) d t=\frac{\lambda^{v-w}}{\lambda^{v}-\omega}, \operatorname{Re} \lambda>\omega^{1 / v}, \omega>0
$$

Definition 2.5. [11] A closed and linear operator $\Lambda$ is said to be sectorial if there are constants $\omega \in$ $R, \theta \in[\pi / 2, \pi], M>0$ such that the following two conditions are satisfied:
(1) $\left.\rho(\Lambda) \subset \sum_{(\theta, \omega)}=\lambda \in C: \lambda \neq \omega,|\arg (\lambda-\omega)|<\theta\right\}$,
(2) $\|R(\lambda, \Lambda)\|_{L(X)} \leq \frac{M}{\lambda-\omega \mid}, \lambda \in \sum_{(\theta, \omega)}$.

Definition 2.6. [41] Let $\zeta \in C^{1}([a, b])$ be an increasing function with $\zeta^{\prime}(\rho) \neq 0 \forall \rho \in[a, b]$ and $\Psi$ be an integrable function defined on $[a, b]$. The $\zeta$-Riemann-Liouville fractional integral operator of function $\Psi$ of order $v>0$ is given by:

$$
I_{a^{+}}^{v ; \zeta} \Psi(\rho)=\frac{1}{\Gamma(v)} \int_{a}^{\rho}(\zeta(\rho)-\zeta(\varpi))^{v-1} \Psi(\varpi) \zeta^{\prime}(\varpi) d \varpi .
$$

Definition 2.7. [41] Let $n-1<v<n$ and $\zeta \in C^{1}([a, b])$ be an increasing function with $\zeta^{\prime}(\rho) \neq$ $0 \forall \rho \in[a, b]$. The $\zeta$-Riemann-Liouville fractional derivative of order $\rho>0$ of an integrable function $\Psi$ defined on $[a, b]$ is given by:

$$
D_{a^{+}}^{v ; \zeta} \Psi(\rho)=\left(\frac{1}{\zeta^{\prime}(\rho)} \frac{d}{d \rho}\right)^{n} I_{a^{+}}^{n-v ; \zeta} \Psi(\rho), n=[v]+1
$$

Definition 2.8. Let $0<v<1$ and $\zeta \in C^{1}([a, b])$ be such that $\zeta^{\prime}(\rho)$ is increasing and $\zeta^{\prime}(\rho) \neq 0 \forall \rho \in$ $[a, b]$. The $\zeta$-Hilfer fractional derivative of function $\Psi \in C^{1}([a, b])$ of order $0<v<1$ and type $0<\sigma \leq 1$ is defined as:

$$
D_{a^{+}}^{v, \sigma ; \zeta} \Psi(\rho)=I_{a^{+}}^{\sigma(1-v) ; \zeta}\left(\frac{1}{\zeta^{\prime}(\rho)} \frac{d}{d \rho}\right) I_{a^{+}}^{(1-\sigma)(1-v) ; \zeta} \Psi(\rho), \rho>a
$$

It can also be expressed as

$$
D_{a^{+}}^{\nu, \sigma ; \zeta} \Psi(\rho)=\frac{1}{\Gamma(\gamma-\rho)} \int_{a}^{t}(\zeta(\rho)-\zeta(\varpi))^{\gamma-1}\left(\frac{1}{\zeta^{\prime}(\varpi)} \frac{d}{d \varpi}\right) I_{a^{+}}^{(1-v)(1-\sigma) ; \zeta} \Psi(\varpi) d \varpi
$$

where $\gamma=v+\sigma-v \sigma$.

Lemma 2.2. [11] If $\mathcal{G}$ meets the uniform Holder condition with the exponent $v \in(0,1]$ and $\Lambda$ is $a$ sectorial operator, then the Cauchy problem has a single solution, which is

$$
\begin{equation*}
D_{0^{+}}^{v, \sigma ; S} y(\rho)=\Lambda y(\rho)+\mathcal{G}(\rho), 0<v<1, \quad I_{0^{+}}^{(1-v)(1-\sigma) ; \zeta} y(0)=y_{0}, \tag{2.1}
\end{equation*}
$$

is given by

$$
\begin{equation*}
y(\rho)=K_{v, \sigma}(\rho) y_{0}+\int_{0}^{\rho} R_{v}(\varsigma(\rho)-\varsigma(s)) \mathcal{G}(\varpi) d \varpi, \tag{2.2}
\end{equation*}
$$

where $K_{v, \sigma}(\rho)=I_{a^{+}}^{v(1-\sigma) ; \varsigma} K_{v}(\rho), \quad R_{v}(\rho)=\rho^{\nu-1} P_{v}(\rho), \quad P_{v}(\rho)=\int_{0}^{\infty} v \theta \Phi_{v} \mathfrak{J}\left(\rho^{v} \theta\right) d \theta$.
$\hat{B}_{r}$ denotes the Bromwich path, $R_{v}(\rho)$ is called the $v$-resolvent family and $K_{v}(\rho)$ is the solution operator generated by $\delta$.

If $v \in(0,1)$ and $\Lambda \in \Lambda^{\nu}\left(\theta_{0}, v_{0}\right)$, then for any $y \in C$ and $\rho>0$, we have $\left\|K_{\nu}(\rho)\right\| \leq M e^{v \rho}$ and $\left\|R_{v}(\rho)\right\| \leq C e^{v \rho}\left(1+\rho^{v-1}\right), \rho>0, v>v_{0}$. Let

$$
\tilde{M}_{T}=\sup _{0 \leq \rho \leq b} M e^{v \rho}, \tilde{M}_{S}=\sup _{0 \leq \rho \leq b} C e^{v \rho}\left(1+\rho^{1-v}\right)
$$

Hence, we have $\left\|K_{v}(\rho)\right\| \leq \tilde{M}_{T}$ and $\left\|R_{v}(\rho)\right\| \leq \rho^{v-1} \tilde{M}_{R}$.
Definition 2.9. A Stochastic process $y \in C$ is called the mild solution of system 1.1 if $y_{0}, g \in L_{2}^{0}(v, C)$, $u(.) \in L_{F}^{2}(J, U)$ and there exists a function $\mathcal{G}(\rho) \in \mathcal{G}(\rho, y(\rho))$ and $\Delta(\rho) \in \Delta(\rho, y(\rho))$ such that

$$
\begin{align*}
& y(\rho)=K_{v, \sigma}(\rho)\left(y_{0}-g(y)\right)+\int_{0}^{\rho} R_{v}(\varsigma(\rho)-\varsigma(s)) B u(\varpi) d \varpi+\int_{0}^{\rho} R_{v}(\varsigma(\rho)-\varsigma(s)) \mathcal{G}(\varpi) d \varpi  \tag{2.3}\\
& +\int_{0}^{\rho} R_{v}(\varsigma(\rho)-\varsigma(\varpi)) \Delta(\varpi) d w(\varpi)
\end{align*}
$$

Let $y_{b}\left(y_{0} ; u\right)$ be the state value of 1.1 terminal time b corresponding to the control u and the initial value $y_{0}$. Introduce the set $\mathfrak{R}\left(b, y_{0}\right)=\left\{y_{b}\left(y_{0} ; u\right)(0): u(.) \in L_{F}^{2}(J, U)\right\}$ which is called reachable set of system 1.1 at terminal time b and its closure in H is denoted by $\overline{\mathfrak{R}}\left(b, y_{0}\right)$.

Definition 2.10. The system 1.1 is said to be approximate controllable control, first we take into account the approximate controllability of its linear part

$$
\begin{align*}
& D_{\rho, \sigma ; S}^{v, \sigma} y(\rho) \in \Lambda y(\rho)+B u(\rho), \rho \in J,  \tag{2.4}\\
& I_{0^{+}}^{1-v)(1-\sigma) ; S} y(0)=y_{0}-g(y) .
\end{align*}
$$

To accomplish this, we must implement the operator linked with 2.4 as

$$
\Psi_{0}^{b}=\int_{0}^{b} R_{v}(b-\varpi) B B^{*} R_{v}^{*}(b-\varpi) d \varpi .
$$

In this case, $B^{*}$ represents the adjoint of B and $R_{v}^{*}(\rho)$ represents the adjoint of $R_{v}(\rho)$. The fact that the operator $\Psi_{0}^{b}$ is a linear bounded operator is obvious. Let $R\left(\alpha, \Psi_{0}^{b}\right)=\left(\alpha I+\Psi_{0}^{b}\right)^{-1}$.

Lemma 2.3. [7] The linear control system 2.4 is approximately controllable on J if $\alpha\left(\alpha I+\Psi_{0}^{b}\right)^{-1}$ tends to zero as $\alpha \rightarrow 0^{+}$in the strong operator topology.

We will now discuss the fixed-point theorems.
Lemma 2.4. [42] Let $B(0, r)$ and $B[0, r]$ denote the open and closed balls respectively in $H S H$ centered at the origin and of radius $r$ and let $\Phi: B[0, r] \rightarrow P_{c p, c v}(H)$ is an upper semicontinuous and completely continuous. Then, either
(1) Ф has a solution, or
(2) there exists $y \in H$ with $\|y\|=r$ such that $\lambda y \in \phi y$ for some $\lambda>1$.

## 3. Definition of mild solution

We first consider the following fractional stochastic evolution system

$$
\left\{\begin{array}{l}
D_{0}^{v, \sigma ; \zeta} y(\rho)=\Lambda y(\rho)+\mathcal{G}(\rho, y(\rho))+\Delta(\rho, y(\rho)) \frac{d w(\rho)}{d \rho}+B u(\rho), \rho \in[0, T],  \tag{3.1}\\
I_{0^{+}}^{(1-v)(1-\sigma) ; s} y(0)=y_{0}-g(y),
\end{array}\right.
$$

where $\mathcal{D}_{0}^{v, \sigma ; S}$ is the Hilfer fractional derivative of order $\frac{1}{2}<v \leq 1$.
The above system is equivalent to the below integral equation

$$
\begin{align*}
& y(\rho)=\frac{(\varsigma(\rho)-\varsigma(0))^{u-1}}{\Gamma(v)}\left(y_{0}-g(y)\right)+\frac{1}{\Gamma(v)} \int_{0}^{\rho}(\varsigma(\rho)-\varsigma(s))^{v-1} \Lambda y(\varpi) d \varpi+\frac{1}{\Gamma(v)} \int_{0}^{\rho}(\varsigma(\rho)-\varsigma(\varpi))^{v-1}  \tag{3.2}\\
& {[\mathcal{G}(\varpi, y(\varpi))+B u(\varpi)] d \varpi+\int_{0}^{\rho}(\varsigma(\rho)-\varsigma(s))^{v-1} \Delta(\varpi, y(\varpi)) d W(\rho) .}
\end{align*}
$$

If (3.2) holds, then

$$
\begin{align*}
& y(\rho)=K_{v, \sigma}(\rho)\left(y_{0}-g(y)\right)+\int_{0}^{\rho} R_{v}(\varsigma(\rho)-\varsigma(s))[\mathcal{G}(\varpi, y(\varpi)+\Omega u(\varpi))] \varsigma^{\prime}(\varpi) d \varpi  \tag{3.3}\\
& +\int_{0}^{\rho} R_{v}(\varsigma(\rho)-\varsigma(\varpi)) \Delta(\varpi) \varsigma^{\prime}(\varpi) d w(\varpi)
\end{align*}
$$

where $K_{v, \sigma}(\rho)=I_{a^{+}}^{v(1-\sigma) ; \varsigma} K_{v}(\rho), R_{v}(\rho)=\rho^{\nu-1} P_{v}(\rho), P_{v}(\rho)=\int_{0}^{\infty} v \theta \Phi_{v} \mathfrak{J}\left(\rho^{v} \theta\right) d \theta$. Let $\lambda>0$. Taking laplace transform on both sides of equation 2.1, we get

$$
\begin{align*}
\chi(r) & =\left(L^{-1}\left(\lambda^{v(\mu-1)} * K_{\mu}(r)\right) \chi_{0}+\int_{0}^{r} K_{\mu}(r-\zeta)[\mathcal{F}(\zeta, \chi(\zeta)+\mathfrak{D} u(\zeta))] d \zeta+\int_{0}^{r} K_{\mu}(r-\zeta) \varpi(\zeta, \chi(\zeta)) d W(\zeta)\right. \\
& =\left(I_{0^{+}}^{v(1-\mu)} K_{\mu}(r)\right) \chi_{0}+\int_{0}^{r} K_{\mu}(r-\zeta)[\mathcal{F}(\zeta, \chi(\zeta)+\mathfrak{D} u(\zeta))] d \zeta+\int_{0}^{r} K_{\mu}(r-\zeta) \varpi(\zeta, \chi(\zeta)) d W(\zeta) \\
& =\Im_{v, \mu}(r) \chi_{0}+\int_{0}^{r} K_{\mu}(r-\zeta)[\mathcal{F}(\zeta, \chi(s)+\mathfrak{D} u(\zeta))] d \zeta+\int_{0}^{r} K_{\mu}(r-\zeta) \varpi(\zeta, \chi(\zeta)) d W(\zeta) \tag{3.4}
\end{align*}
$$

## 4. Main results

Here, we first show that the system 1.1 has exact solutions. On the supposition that the controllability operator has an enforced inverse on a quotient space, we specifically convert the controllability issue into a fixed-point problem. Furthermore, we demonstrate whether under specific conditions, it is possible to infer the approximate controllability of 1.1 from the approximate controllability of the associated linear system. The preceding presumptions are required in order to demonstrate the finding:
(A1) The operators $K_{v}(\rho)$ and $R_{v}(\rho)$ are compact.
(A2) The multivalued map $\mathcal{G}: J \times H \rightarrow P_{b d, c l, c v}(H)$ is an $L^{2}$ - Caratheodory function satisfies the below conditions:
(i) For each $\rho \in J$, the function $F(\rho,):. H \rightarrow P_{b d, c, c v}(H)$ is upper semicontinuous and for each $y \in H$, the function $\mathcal{F}(., y)$ is measurable. Also, for each fixed $y \in C$, the set

$$
R_{\mathcal{G}, y}=\left\{\mathcal{G} \in L^{2}(v, H): \mathcal{G}(\rho) \in \mathcal{G}(\rho, y), \text { fora.e. } \rho \in J\right\}
$$

is nonempty.
(ii) For each positive $h>0$, there exists a positive function $M_{\mathcal{G}}(h)$ independent on h such that

$$
\sup _{E\| \| \|^{2} \leq h}\|F(\rho, y)\|^{2} \leq M_{\mathcal{G}}(h) \text {, fora.e. } \rho \in J
$$

where $\|\mathcal{G}(\rho, y)\|^{2}=\sup _{\mathcal{G} \in F(\rho, y)} E\|\mathcal{G}\|^{2}$.
(A3) The multivalued map $\mathcal{F}: J \times H \rightarrow P_{b d, c l, c v}(L(K, H))$ is a $L^{2}$ - Caratheodory function satisfies the following conditions:
(i) For each $\rho \in J$, the function $\mathcal{F}(\rho,):. H \rightarrow P_{b d, c l, c v}(L(K, H))$ is upper semicontinuous and for each $y \in H$ the function $\mathcal{F}(., y)$ is measurable. Additionally, for each fixed $X \in C$, the set

$$
R_{\mathcal{F}, y}=\left\{G \in L^{2}(L(K, H)): G(\rho) \in \mathcal{F}(\rho, y), \text { for a.e. } \rho \in J\right\}
$$

is nonempty.
(ii) For each positive $h>0$, there exists a positive function $M_{F}(h)$ independent on h such that

$$
\sup _{E\|y\|^{2} \leq h}\|\mathcal{F}(\rho, y)\|^{2} \leq M_{\mathcal{F}}(h) \text {, for a.e. } \rho \in J .
$$

(A4) The function $g \in C \rightarrow H$ is completely continuous and there exists positive constant $\mu_{1}$ and $\mu_{2}$ such that

$$
\|g(y)\|^{2} \leq \mu_{1}\|y\|_{C}^{2}+\mu_{2}, \quad \forall y \in C .
$$

(A5) There exists a real number r such that

$$
\begin{equation*}
\frac{L_{1}+4 \tilde{M}_{R}^{2} \frac{b^{2 v-1}}{2 v-1}\left[b M_{\mathcal{G}}(r)+\operatorname{Tr}(Q) M_{\Delta}(r)\right]\left(1+\frac{4}{\alpha^{2}} M_{B}^{4} \tilde{M}_{R}^{4} \frac{b^{4 v-2}}{4 v-3}\right)}{1-L_{2}}<r \tag{4.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& L_{1}=8 \tilde{M}_{K}^{2}\left(E\left\|y_{0}\right\|^{2}+\mu_{2}\right)+\frac{4}{\alpha^{2}} M_{B}^{4} \tilde{M}_{R}^{4} \frac{b}{4 \nu-2}_{4 \nu-3}\left\{8\left\|E \tilde{y}_{b}\right\|^{2}+8 \int_{0}^{b} E\|\tilde{\phi}(\varpi)\|_{L_{2}^{0}}^{2} d \varpi+8 \tilde{M}_{K}^{2}\left(E\left\|y_{0}\right\|^{2}+\mu_{2}\right)\right\}, \\
& L_{2}=8 \tilde{M}_{K}^{2} \mu_{1}\left(1+\frac{4}{\alpha^{2}} M_{B}^{4} \tilde{M}_{R}^{b^{4 v-2}} \frac{b^{4 v-3}}{4 v}\right) .
\end{aligned}
$$

The control function must be defined by the following lemma.
Lemma 4.1. [7] For any $\bar{y}_{b} \in L^{2}\left(\mathcal{G}_{b}, H\right)$ there exists $\bar{\phi} \in L_{\mathcal{G}}^{2}\left(v, L^{2}\left([0, b], L_{2}^{0}\right)\right)$ such that $\bar{y}_{b}=E y_{b}+\int_{0}^{b} \bar{\phi} d w(\varpi)$. Then, we define the control function for every value of $\alpha>0$ and $\bar{y}_{b} \in L^{2}\left(\mathcal{G}_{b}, H\right)$ :

$$
\begin{aligned}
& u_{y}^{\alpha}(\rho)=B^{*} R_{v}^{*}(b-\rho)\left[\left(\alpha I+\Psi_{0}^{b}\right)^{-1}\left[E \bar{y}_{b}-K_{v}(b)\left(y_{0}-g(y)\right)\right]+\int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} \bar{\phi}(\varpi) d w(\varpi)\right] \\
& -B^{*} R_{v}^{*}(b-\rho) \int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} R_{v}(b-\varpi) \mathcal{F}(\varpi) d \varpi-B^{*} R_{v}^{*}(b-\rho) \int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} R_{v}(b-\varpi) \Delta(\varpi) d w(\varpi) .
\end{aligned}
$$

Theorem 4.2. Assume that (A1)-(A5) are fulfilled. The moderate solution on $J$ is therefore provided by the fractional control system 1.1.

Proof. For any $\alpha>0$, we define the multivalued operator $\Phi: C \rightarrow P(C)$ by

$$
\begin{aligned}
\Phi(y)= & \left\{z \in C: z(\rho)=K_{v}(\rho)\left(y_{0}-g(y)\right)+\int_{0}^{\rho} R_{v}(\rho-\varpi) B u_{y}^{\alpha}(\varpi) d \varpi\right. \\
& \left.+\int_{0}^{\rho} R_{v}(\rho-\varpi) \mathcal{G}(\varpi) d \varpi+\int_{0}^{\rho} R_{v}(\rho-\varpi) \Delta(\varpi) d w(\varpi), \mathcal{G} \in R_{\mathcal{G}, y}, \Delta \in R_{\mathcal{F}, y}\right\} .
\end{aligned}
$$

A fixed point for the operator $\Phi$ will now be demonstrated. There will be numerous steps in the evidence.
Step 1. For $\alpha>0, \Phi(y)$ is convex for each $y \in C$. In fact, if $z_{1}, z_{2} \in \Phi(y)$, then there exists $\mathcal{G}_{1}, \mathcal{G}_{2} \in R_{\mathcal{G}, y}$ and $\Delta_{1}, \Delta_{2} \in R_{\mathcal{F}, y}$ such that for each $\rho \in J$,

$$
\begin{aligned}
z_{i}(\rho)= & K_{v, \sigma}(\rho)\left(y_{0}-g(y)\right)+\int_{0}^{\rho} R_{v}(\varsigma(\rho)-\varsigma(\varpi)) \widetilde{\mho}_{i}(\varpi) d \varpi+\int_{0}^{\rho} R_{v}(\varsigma(\rho)-\varsigma(\varpi)) \Delta_{i}(\varpi) d w(\varpi) \\
& +\int_{0}^{\rho} R_{v}(\rho-\xi) B \times B^{*} R_{v}^{*}(b-\xi)\left[\left(\alpha I+\Psi_{0}\right)^{b^{-1}}\left[E \bar{y}_{b}-K_{v, \sigma}(b)\left(y_{0}-g(y)\right)\right]\right. \\
& \left.+\int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} \bar{\phi}(\varpi) d w(\varpi)\right]-B^{*} R_{v, \sigma}^{*}(b-\xi) \int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} R_{v}(\varsigma(b)-\varsigma(\varpi)) \mathcal{G}_{i}(\varpi) d \varpi \\
& -B^{*} R_{v, \sigma}^{*}(b-\xi) \int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} R_{v, \sigma}(\varsigma(b)-\varsigma(\varpi)) \Delta_{i}(\varpi) d w(\varpi) d \xi, i=1,2 .
\end{aligned}
$$

Let $\lambda \in[0,1]$, then for each $\rho \in J$, we have

$$
\begin{aligned}
& \lambda z_{1}(\rho)+(1-\lambda) z_{2}(\rho)=K_{v, \sigma}(\rho)\left(y_{0}-g(y)\right)+\int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi))\left[\lambda \mathcal{G}_{1}(\varpi)+(1-\lambda) \mathcal{G}_{2}(\varpi)\right] d \varpi \\
& +\int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi))\left[\lambda \Delta_{1}(\varpi)+(1-\lambda) \Delta_{2}(\varpi)\right] d w(\varpi)+\int_{0}^{\rho} R_{v, \sigma}(\rho-\xi) B \\
& \times\left\{B^{*} R_{v, \sigma}^{*}(b-\xi)\left[\left(\alpha I+\Psi_{0}^{b}\right)^{-1}\left[E \tilde{y}_{b}-K_{v, \sigma}(b)\left(y_{0}-g(y)\right)\right]+\int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} \tilde{\phi}(\varpi) d w(\varpi)\right]\right. \\
& -B^{*} R_{v, \sigma}^{*}(b-\xi) \int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi))\left[\lambda \mathcal{G}_{1}(\varpi)+(1-\lambda) \mathcal{G}_{2}(\varpi)\right] d \varpi \\
& \left.-B^{*} R_{v, \sigma}^{*}(b-\xi) \int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi))\left[\lambda \Delta_{1}(\varpi)+(1-\lambda) \Delta_{2}(\varpi)\right] d w(\varpi)\right\} d \xi .
\end{aligned}
$$

Since $R_{\mathcal{G}, y}$ and $R_{\mathcal{F}, y}$ are convex , $\lambda \mathcal{G}_{1}+(1-\lambda) \mathcal{G}_{2} \in R_{\mathcal{G}, y}, \lambda \Delta_{1}+(1-\lambda) \Delta_{2} \in R_{\mathcal{F}, y}$. Thus $\lambda z_{1}+(1-\lambda) z_{2} \in$ $\Phi(y)$.
Step 2. $\Phi_{2}$ maps bounded sets into bounded sets in C. Take into consideration a set $B_{h}=\{y \in C$ : $\left.\|y\|_{C}^{2} \leq h, 0 \leq \rho \leq b\right\}$, where h is a positive constant. It is clear that set C is bounded, closed and convex in $B_{h}$. In fact, it is sufficient to establish the existence of a positive constant $\hat{L}$ such that one obtains $E\|z(\rho)\|^{2} \leq \hat{L}$ for any $z \in \Phi(y), y \in B_{h}$.

Let $z \in \Phi_{2}(y)$ and $y \in B_{h}$. Then, there exists $\mathcal{G} \in R_{(\mathcal{G}, y)}$ and $\Delta \in R_{\mathcal{F}, y}$ such that for each $\rho \in J$,

$$
\begin{aligned}
& z(\rho)=K_{v, \sigma}(\rho)\left(y_{0}-g(y)\right)+\int_{0}^{\rho} R_{v}(\varsigma(\rho)-\varsigma(\varpi)) B u_{y}^{\alpha}(\varpi) d \varpi+\int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi)) \mathcal{G}(\varpi) d \varpi \\
& +\int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi)) \Delta(\varpi) d w(\varpi)
\end{aligned}
$$

For each $\rho \in J$,

$$
\begin{aligned}
E\left\|u_{y}^{\alpha}\right\|^{2} \leq & \frac{1}{\alpha^{2}} M_{B}^{2} \tilde{M}_{R}^{2}(b-\rho)^{2 v-2}\left\{4\left\|E \tilde{y}_{b}+\int_{0}^{b} \tilde{\phi}(\varpi) d w(\varpi)\right\|^{2}+4 E\left\|K_{v, \sigma}(b)\left(y_{0}-g(y)\right)\right\|^{2}\right. \\
& \left.+4 E\left\|\int_{0}^{b} R_{v, \sigma}(\varsigma(b)-\varsigma(\varpi)) \mathcal{G}(\varpi) d \varpi\right\|^{2}+4 E\left\|\int_{0}^{b} R_{v, \sigma}(\varsigma(b)-\varsigma(\varpi)) \Delta(\varpi) d w(\varpi)\right\|^{2}\right\} \\
\leq & \frac{4}{\alpha^{2}} M_{B}^{2} \tilde{M}_{R}^{2}(b-\rho)^{2 \delta-2}\left\{2\left\|E \tilde{y}_{b}\right\|^{2}+2 \int_{0}^{b} E\|\tilde{\phi}(\varpi)\|_{L_{2}^{0}}^{2} d \varpi+\tilde{M}_{T}^{2}\left(2 E\left\|y_{0}\right\|^{2}+2 E\|g(y)\|^{2}\right)\right. \\
& \left.+b E \int_{0}^{b}\left\|R_{v, \sigma}(\varsigma(b)-\varsigma(\varpi)) \mathcal{G}(\varpi)\right\|^{2} d \varpi+\operatorname{Tr}(Q) E\left\|\int_{0}^{b} R_{v, \sigma}(\varsigma(b)-\varsigma(\varpi)) \Delta(\varpi)\right\|^{2} d w(\varpi)\right\}
\end{aligned}
$$

$$
\begin{aligned}
\leq & \frac{4}{\alpha^{2}} M_{B}^{2} \tilde{M}_{R}^{2}(b-\rho)^{2 v-2}\left\{2\left\|E \tilde{y}_{b}\right\|^{2}+2 \int_{0}^{b} E\|\tilde{\phi}(\varpi)\|_{L_{2}^{0}}^{2} d \varpi+2 \tilde{M}_{T}^{2}\left(E\left\|y_{0}\right\|^{2}+\mu_{1} h+\mu_{2}\right)\right. \\
& \left.+b \tilde{M}_{R}^{2} \frac{b^{2 v-1}}{2 v-1} M_{\mathcal{G}}(h)+\operatorname{Tr}(Q) \tilde{M}_{R}^{2} \frac{b^{2 v-1}}{2 v-1} M_{\Delta}(h)\right\} \\
\leq & (b-\rho)^{2 v-2} M_{U}
\end{aligned}
$$

where

$$
\begin{gathered}
M_{U}=\frac{4}{\alpha^{2}} M_{B}^{2} \tilde{M}_{R}^{2}\left\{2\left\|E \tilde{y}_{b}\right\|^{2}+2 \int_{0}^{b} E\|\tilde{\phi}(\varpi)\|_{L_{2}^{0}}^{2} d \varpi+2 \tilde{M}_{T}^{2}\left(E\left\|y_{0}\right\|^{2}+\mu_{1} h+\mu_{2}\right)\right. \\
\left.+b \tilde{M}_{R}^{2} \frac{b^{2 v-1}}{2 v-1} M_{\mathcal{G}}(h)+\operatorname{Tr}(Q) \tilde{M}_{R}^{2} \frac{b^{2 v-1}}{2 v-1} M_{\Delta}(h)\right\} .
\end{gathered}
$$

Now, we have

$$
\begin{aligned}
E\|z(\rho)\|^{2} \leq & 4 E\left\|K_{v, \sigma}(b)\left(y_{0}-g(y)\right)\right\|^{2}+4 E\left\|\int_{0}^{b} R_{v, \sigma}(\varsigma(b)-\varsigma(\varpi)) B u_{y}^{\alpha}(\varpi) d \varpi\right\|^{2} \\
& +4 E\left\|\int_{0}^{b} R_{v, \sigma}(\varsigma(b)-\varsigma(\varpi)) \mathcal{G}(\varpi) d \varpi\right\|^{2}+4 E\left\|\int_{0}^{b} R_{v, \sigma}(\varsigma(b)-\varsigma(\varpi)) \Delta(\varpi) d w(\varpi)\right\|^{2} \\
\leq & 8 \tilde{M}_{K}^{2}\left(E\left\|y_{0}\right\|^{2}+\mu_{1} h+\mu_{2}\right)+4 b M_{B}^{2} \tilde{M}_{R}^{2} \frac{b^{4 v-3}}{4 v-3} M_{U}+4 b \tilde{M}_{R}^{2} \frac{b^{2 v-1}}{2 v-1} M_{\mathcal{G}}(h) \\
& +4 \operatorname{Tr}(Q) \tilde{M}_{R}^{2} \frac{b^{2 v-1}}{2 v-1} M_{\Delta}(h) \\
= & \hat{L} .
\end{aligned}
$$

Hence, $\Phi$ maps bounded sets into bounded set in C.
Step 3. $\Phi$ maps bounded sets into equicontinuous sets of C. Let $0<\rho_{1}<\rho_{2} \leq b$ and $\epsilon>o$. For each $z \in \Phi(y)$ and $y \in B_{h}$, there exists $\mathcal{G} \in R_{\mathcal{G}, y}$ and $\Delta \in R_{\mathcal{F}, y}$ such that

$$
\begin{aligned}
z(\rho)= & K_{v, \sigma}(\rho)\left(y_{0}-g(y)\right)+\int_{0}^{\rho} R_{v, \varsigma}(\varsigma(\rho)-\varsigma(\varpi)) B u_{y}^{\alpha}(\varpi) d \varpi+\int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi)) \mathcal{G}(\varpi) d \varpi \\
& +\int_{0}^{\rho} R_{v, \sigma}(\varsigma \rho-\varsigma \varpi) \Delta(\varpi) d w(\varpi) E\left\|z\left(\rho_{2}\right)-z\left(\rho_{1}\right)\right\|^{2} \\
\leq & 4 E\left\|\left[K_{v, \sigma}\left(\rho_{2}\right)-K_{\delta}\left(\rho_{1}\right)\right]\left(y_{0}-g(y)\right)\right\|^{2}+4 E \| \int_{0}^{\rho_{2}} R_{v, \sigma}\left(\varsigma\left(\rho_{2}\right)-\varsigma(\varpi)\right) B u_{y}^{\alpha}(\varpi) d \varpi \\
& -\int_{0}^{\rho_{1}} R_{v, \sigma}\left(\varsigma\left(\rho_{1}\right)-\varsigma(\varpi)\right) B u_{y}^{\alpha}(\varpi) d \varpi\left\|^{2}+4 E\right\| \int_{0}^{\rho_{2}} R_{v, \sigma}\left(\varsigma\left(\rho_{2}\right)-(\varpi)\right) \mathcal{G}(\varpi) d \varpi
\end{aligned}
$$

$$
\begin{aligned}
& -\int_{0}^{\rho_{1}} R_{v, \sigma}\left(\varsigma\left(\rho_{1}\right)-\varsigma(\varpi)\right) \mathcal{G}(\varpi) d \varpi\left\|^{2}+4 E\right\| \int_{0}^{\rho_{2}} R_{v, \sigma}\left(\varsigma\left(\rho_{2}\right)-\varsigma(\varpi)\right) \Delta(\varpi) d w(\varpi) \\
& -\int_{0}^{\rho_{1}} R_{v, \sigma}\left(\varsigma\left(\rho_{1}\right)-\varsigma(\varpi)\right) \Delta(\varpi) d w(\varpi) \|^{2} \\
& \leq \quad 10 E\left\|\left[K_{v, \sigma}\left(\rho_{2}\right)-K_{v, \sigma}\left(\rho_{1}\right)\right]\left(y_{0}-g(y)\right)\right\|^{2}+10 b M_{B}^{2} M_{U} \int_{0}^{\rho_{1}-\varepsilon}(\varsigma(b)-\varsigma(\varpi))^{2 v-2} \\
& \\
& \left\|R_{v, \sigma}\left(\varsigma\left(\rho_{2}\right)-\varsigma(\varpi)\right)-R_{v, \varsigma}\left(\varsigma\left(\rho_{1}\right)-\varsigma(\varpi)\right)\right\|^{2} d \varpi+10 \varepsilon M_{B}^{2} M_{U} \int_{\rho_{1}-\varepsilon}^{\rho_{1}}(\varsigma(b)-\varsigma(\varpi))^{2 v-2} \\
& \\
& \left\|R_{v}\left(\varsigma\left(\rho_{2}\right)-\varsigma(\varpi)\right)-R_{v, \sigma}\left(\varsigma\left(\rho_{1}\right)-\varsigma(\varpi)\right)\right\|^{2} d \varpi+10\left(\rho_{2}-\rho_{1}\right) M_{B}^{2} M_{U} \int_{\rho_{1}}^{\rho_{2}}(\varsigma(b)-\varsigma(\varpi))^{2 v-2} \\
& \left\|R_{v, \sigma}\left(v\left(\rho_{2}\right)-v(\varpi)\right)\right\|^{2} d \varpi+10 b M_{\mathcal{G}}(h) \int_{0}^{\rho_{1}-\varepsilon}\left\|R_{v, \sigma}\left(\varsigma\left(\rho_{2}\right)-\varsigma(\varpi)\right)-R_{v, \sigma}\left(\varsigma\left(\rho_{1}\right)-\varsigma(\varpi)\right)\right\|^{2} d \varpi \\
& \quad+10 \varepsilon M_{\mathcal{G}}(h) \int_{\rho_{1}-\varepsilon}^{\rho_{1}}\left\|R_{v, \sigma}\left(\varsigma\left(\rho_{2}\right)-\varsigma(\varpi)\right)-R_{v, \sigma}\left(\varsigma\left(\rho_{1}\right)-\varsigma(\varpi)\right)\right\|^{2} d \varpi+10\left(\rho_{2}-\rho_{1}\right) M_{\mathcal{G}}(h) \\
& \int_{\rho_{1}}^{\rho_{2}}\left\|R_{v, \sigma}\left(\varsigma\left(\rho_{2}\right)-\varsigma(\varpi)\right)\right\|^{2} d \varpi+10 T r(Q) M_{\Delta}(h) \int_{0}^{\rho_{1}-\varepsilon}\left\|R_{v, \sigma}\left(\varsigma\left(\rho_{2}\right)-\varsigma(\varpi)\right)-R_{v, \sigma}\left(\varsigma\left(\rho_{1}\right)-\varsigma(\varpi)\right)\right\|^{2} d \varpi \\
& \quad+10 T r(Q) M_{\Delta}(h) \int_{\rho_{1}-\varepsilon}^{\rho_{1}}\left\|R_{v, \sigma}\left(\varsigma\left(\rho_{2}\right)-\varsigma(\varpi)\right)-R_{v, \sigma}\left(\varsigma\left(\rho_{1}\right)-\varsigma(\varpi)\right)\right\|^{2} d \varpi+10 T r(Q) M_{\Delta}(h) \\
& \int_{\rho_{1}}^{\rho_{2}}\left\|R_{v, \sigma}\left(\varsigma\left(\rho_{2}\right)-\varsigma(\varpi)\right)\right\|^{2} d \varpi .
\end{aligned}
$$

If $\epsilon$ is sufficiently small, the right side of the inequality given reduces to zero as $\rho_{1} \rightarrow \rho_{2}$. As $K_{v}(\rho)$ and $R_{v}(\rho)$ are compact, they imply that the uniform operator topology is continuous for both $K_{v}(\rho)$ and $R_{v}(\rho)$, accordingly. $\Phi$ is therefore equicontinuous.
Step 4. We show that $V(\rho)=\left[z(\rho): z \in \Phi\left(B_{h}\right)\right]$ is relatively compact for $\rho \in J$. The case $\rho=0$ is trivial. Let $\rho \in(0, b]$ be fixed. For each $\varepsilon \in(0, \rho)$. For each $z \in \Phi(y)$ and $y \in B_{h}$, there exists $\mathcal{G} \in R_{\mathcal{G}, y}$ and $\Delta \in R_{\mathcal{F}, y}$ such that

$$
\begin{aligned}
z(\rho)= & K_{v, \sigma}(\rho)\left(y_{0}-g(y)\right)+\int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi)) B u_{y}^{\alpha}(\varpi) d \varpi+\int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi)) \mathcal{G}(\varpi) d \varpi \\
& +\int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi)) \Delta(\varpi) d w(\varpi)
\end{aligned}
$$

## Define

$z_{\varepsilon}(\rho)=K_{\nu, \sigma}(\rho)\left(y_{0}-g(y)\right)+R_{\nu, \sigma}(\varepsilon) \int_{0}^{\rho-\varepsilon} R_{\nu, \sigma}(\varsigma(\rho-\varepsilon)-\varsigma(\varpi)) B u_{y}^{\alpha}(\varpi) d \varpi$

$$
+R_{v, \sigma}(\varepsilon) \int_{0}^{\rho} R_{\nu, \sigma}(\varsigma(\rho-\varepsilon)-\varsigma(\varpi)) \mathcal{G}(\varpi) d \varpi+R_{\nu, \sigma}(\varepsilon) \int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho-\varepsilon)-\varsigma(\varpi)) \Delta(\varpi) d w(\varpi) .
$$

Since $R_{v}(\rho)$ is compact, the set $V_{\varepsilon}(\rho)=\left\{z_{\varepsilon}(\rho): z \in \Phi\left(B_{h}\right)\right\}$ is relatively compact in H. On the other hand, we have

$$
\begin{aligned}
& E\left\|z(\rho)-z_{\varepsilon}(\rho)\right\|^{2} \\
\leq & 4 E\left\|K_{v, \sigma}(\rho)\left(y_{0}-g(y)\right)-K_{v, \sigma}(\rho)\left(y_{0}-g(y)\right)\right\|^{2} \\
& +4 E\left\|\int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(s)) B u_{y}^{\alpha}(\varpi) d \varpi-R_{v, \sigma}(\varepsilon) \int_{0}^{\rho-\varepsilon} R_{v, \sigma}(\varsigma(\rho-\varepsilon)-\varsigma(\varpi)) B u_{y}^{\alpha}(\varpi) d \varpi\right\|^{2} \\
& +4 E\left\|\int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi)) \mathcal{G}(\varpi) d \varpi-R_{v, \sigma}(\varepsilon) \int_{0}^{\rho-\varepsilon} R_{v, \sigma}(\varsigma(\rho-\varepsilon)-\varsigma(\varpi)) \mathcal{G}(\varpi) d \varpi\right\|^{2} \\
& +4 E\left\|\int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(s)) \Delta(\varpi) d w(\varpi)-R_{v, \sigma}(\varepsilon) \int_{0}^{\rho-\varepsilon} R_{v, \sigma}(\varsigma(\rho-\varepsilon)-\varsigma(\varpi)) \Delta(\varpi) d w(\varpi)\right\|^{2} \\
\leq & 3 E\left\|\int_{p-\varepsilon}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(s)) B u_{y}^{\alpha}(\varpi) d \varpi\right\|^{2}+3 E\left\|\int_{p-\varepsilon}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi)) \mathcal{G}(\varpi) d \varpi\right\|^{2} \\
& +3 E\left\|\int_{p-\varepsilon}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi)) \Delta(\varpi) d w(\varpi)\right\|^{2} \\
\leq & 3 b M_{B}^{2} \tilde{M}_{R}^{2} \frac{\varepsilon^{4 v-3}}{4 v-3} M_{U}+3 b \tilde{M}_{R}^{2} \frac{\varepsilon^{2 v-1}}{2 v-1} M_{\mathcal{G}}(h)+3 \operatorname{Tr}(Q) \tilde{M}_{R}^{2} \frac{\varepsilon^{2 v-1}}{2 v-1} M_{\Delta}(h) .
\end{aligned}
$$

Therefore, letting $\varepsilon \rightarrow 0$, we can see that there are relatively compact sets arbitrarily close to $V(\rho)$ for each $\rho \in(0, b]$. Thus, $V(\rho)$ is relatively compact in X, for all $\rho \in(0, b]$. Hence, $V(\rho)$ is relatively compact in X for all $\rho \in J$.
Step 5. $\Phi$ has a closed graph.
Let $y^{n} \rightarrow y^{*}$ and $z^{n} \rightarrow z^{*}$ as $n \rightarrow \infty$. We shall prove that $z^{*} \in \Phi\left(y^{*}\right)$. Since $z^{n} \in \Phi\left(y^{n}\right)$, there exists $\mathcal{G}^{n} \in R_{\mathcal{G}, y^{n}}$ and $\Delta^{n} \in R_{\mathcal{F}, y^{n}}$ such that for each $\rho \in J$,

$$
\begin{aligned}
z^{n}(\rho)= & K_{v, \sigma}(\rho)\left(y_{0}-g\left(y^{n}\right)\right)+\int_{0}^{\rho} R_{v, \sigma}(\varsigma \rho-\varsigma \varpi) \mathcal{G}^{n}(\varpi) d \varpi+\int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(s)) \Delta^{n}(\varpi) d w(\varpi) \\
& +\int_{0}^{\rho} R_{v, \sigma}(\rho-\xi) B \times B^{*} R_{v, \sigma}^{*}(b-\xi)\left(\alpha I+\Psi_{0}^{b}\right)^{-1}\left[E \bar{y}_{b}-K_{v, \sigma}(b)\left(y_{0}-g\left(y^{n}\right)\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} \tilde{\phi}(\varpi) d w(\varpi)-B^{*} R_{v, \sigma}^{*}(b-\xi) \int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} R_{\delta}(\varsigma(b)-\varsigma(\varpi)) \mathcal{G}^{n}(\varpi) d \varpi \\
& -B^{*} R_{v, \sigma}^{*}(b-\xi) \int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} R_{v, \sigma}(\varsigma(b)-\varsigma(\varpi)) \Delta^{n}(\varpi) d w(\varpi) d \xi
\end{aligned}
$$

We must prove that there exists $\mathcal{G}^{*} \in R_{\mathcal{G}, y^{*}}$ and $\Delta^{*} \in R_{\mathcal{F}, y^{*}}$, such that for each $\rho \in J$,

$$
\begin{aligned}
z^{*}(\rho)= & K_{v, \sigma}(\rho)\left(y_{0}-g\left(y^{*}\right)\right)+\int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi)) \mathcal{G}^{*}(\varpi) d \varpi+\int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi)) \Delta^{*}(\varpi) d w(\varpi) \\
& +\int_{0}^{\rho} R_{v, \sigma}(\rho-\xi) B \times B^{*} R_{v, \sigma}^{*}(b-\xi)\left[\alpha I+\Psi_{0}^{b^{-1}}\left[E \bar{y}_{b}-K_{\nu}(b)\left(y_{0}-g\left(y^{*}\right)\right)\right]\right. \\
& \left.+\int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} \tilde{\phi}(\varpi v) d w(\varpi)\right]-B^{*} R_{v, \sigma}^{*}(b-\xi) \int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} R_{v}(\varsigma(b)-\varsigma(\varpi)) \mathcal{G}^{*}(s \varpi) d \varpi \\
& -B^{*} R_{v, \sigma}^{*}(b-\xi) \int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} R_{v}(\varsigma(b)-\varsigma(\varpi)) \Delta^{*}(\varpi) d w(\varpi) d \xi
\end{aligned}
$$

Since g is continuous, we obtain that

$$
\begin{aligned}
& \|\left(z^{n}(\rho)-K_{v, \sigma}(\rho)\left(y_{0}-g\left(y^{n}\right)\right)+\int_{0}^{\rho} R_{v, \sigma}(\rho-\xi) B B^{*} R_{v, \sigma}^{*}(b-\xi)\right. \\
& \left.\times\left[\left(\alpha I+\Psi_{0}^{b}\right)^{-1}\left[E \tilde{y}_{b}-K_{v, \sigma}(b)\left(y_{0}-g\left(y^{n}\right)\right)\right]+\int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} \tilde{\phi}(\varpi) d w(s)\right] d \xi\right) \\
& -\left(z^{*}(\rho)-K_{v, \sigma}(\rho)\left(y_{0}-g\left(y^{*}\right)\right)+\int_{0}^{\rho} R_{v, \sigma}(\rho-\xi) B B^{*} R_{v, \sigma}^{*}(b-\xi)\right) \\
& \times\left[\left(\alpha I+\Psi_{0}^{b}\right)^{-1}\left[E \tilde{y}_{b}-K_{v, \sigma}(b)\left(y_{0}-g\left(y^{*}\right)\right)\right]+\int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} \tilde{\phi}(\varpi) d w(\varpi)\right] d \xi \|^{2} \rightarrow 0, n \rightarrow \infty .
\end{aligned}
$$

Consider the linear continuous operator $\Psi: L^{2}(v, H) \times L^{2}(L(K, H)) \rightarrow C(J, H)$,

$$
\begin{aligned}
& (\mathcal{G}, \Delta) \rightarrow \Psi(\mathcal{G}, \Delta)(\rho)=\int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi))\left[\mathcal{G}(\varpi)+B B^{*} R_{v, \sigma}^{*}(\varsigma(b)-\varsigma(\varpi)) \times\left(\int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1}\right.\right. \\
& \left.\left.R_{v, \sigma}(b-\rho) \mathcal{G}(\rho) d \rho\right)\right] d \varpi+\int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi))\left[\Delta(\varpi)+B B^{*} R_{v, \sigma}^{*}(v(b)-v(\varpi)) \times\right. \\
& \left.\left(\int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} R_{v, \sigma}(b-\rho) \Delta(\rho) d w(\rho)\right)\right] d w(\varpi)
\end{aligned}
$$

Clearly, it follows from Lemma 2.3 that $\Psi \circ R_{\mathcal{G}, \mathcal{F}}$ is closed graph operator, where $R_{\mathcal{G}, \mathcal{F}}=\{\mathcal{G} \in \mathcal{G}(\rho, y(\rho))\} \times\{\Delta \in \mathcal{G}(\rho, y(\rho))\}$. Also from the definition of $\Psi$, we have

$$
\left(z^{n}(\rho)-K_{v, \sigma}(\rho)\left(y_{0}-g\left(y^{n}\right)\right)+\int_{0}^{\rho} R_{v, \sigma}(\rho-\xi) B B^{*} R_{v, \sigma}^{*}(b-\xi)\right.
$$

$$
\left.\times\left[\left(\alpha I+\Psi_{0}^{b}\right)^{-1}\left[E \tilde{y}_{b}-K_{v, \sigma}(b)\left(y_{0}-h\left(y^{n}\right)\right)\right]+\int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} \tilde{\phi}(\varpi) d w(\varpi)\right] d \xi\right) \in \Psi\left(R_{\mathcal{G}, \mathcal{G}, v^{n}}\right)
$$

Since $y^{n} \rightarrow y^{*}$, it follows from Lemma 2.4 that

$$
\begin{aligned}
& \left(z^{*}(\rho)-K_{v, \sigma}(\rho)\left(y_{0}-g\left(y^{*}\right)\right)+\int_{0}^{\rho} R_{v, \sigma}(\rho-\xi) B B^{*} R_{v, \sigma}^{*}(b-\xi)\right. \\
& \left.\times\left[\left(\alpha I+\Psi_{0}^{b}\right)^{-1}\left[E \tilde{y}_{b}-K_{v, \sigma}(b)\left(y_{0}-g\left(y^{*}\right)\right)\right]+\int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} \tilde{\phi}(\varpi) d w(\varpi)\right] d \xi\right) \in \Psi\left(R_{\mathcal{G}, \mathcal{G}, v^{*}}\right) .
\end{aligned}
$$

This shows that $z^{*} \in \Phi\left(y^{*}\right)$. Therefor, $\Phi$ has a closed graph.
The Arzela-Ascoli theorem and steps $1-5$ together result in $\Phi$ being a compact multivalued map with convex closed values.
Step 6. The operator $\Phi$ has a solution.
Create an open ball with the definition $B(0, r) \in C$, where r fulfills the inequality 4.1. As a result of the aforementioned procedures, we are aware that $\Phi$ fulfills all of the requirements of Lemma 2.4. Since the system 1.1 has at least one mild solution, we may demonstrate that the second assumption of lemma 2.4 is false. Let $y \in C$ be possible solution for $\lambda y \in \Phi y$ for some $\lambda>1$ with $E\|y\|_{v}^{2}=r$. Then, we have

$$
\begin{aligned}
y(\rho)= & \lambda^{-1} K_{v, \sigma}(\rho)\left(y_{0}-g(y)\right)+\lambda^{-1} \int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi)) B u_{y}^{\alpha}(\varpi) d \varpi \\
& +\lambda^{-1} \int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi)) \mathcal{G}(\varpi) d \varpi+\lambda^{-1} \int_{0}^{\rho} R_{v, \sigma}(\varsigma(\rho)-\varsigma(\varpi)) \Delta(\varpi) d w(\varpi) .
\end{aligned}
$$

Then, by the assumptions, we get

$$
\begin{aligned}
E\|y(\rho)\|^{2} \leq & 8 \tilde{M}_{K}^{2}\left(E\left\|y_{0}\right\|^{2}+\mu_{1} E\|y\|^{2}+\mu_{2}\right)+\frac{4}{\alpha^{2}} b M_{B}^{4} \tilde{M}_{R}^{4} \int_{0}^{\rho}(b-\xi)^{4 \nu-4}\left\{8\left\|E \tilde{y}_{b}\right\|^{2}+8 \int_{0}^{b} E\|\tilde{\phi}(\varpi)\|_{L_{2}^{0}}^{2} d \varpi\right. \\
& +8 \tilde{M}_{K}^{2}\left(E\left\|y_{0}\right\|^{2}+\mu_{1} E\|y\|^{2}+\mu_{2}\right)+4 b \tilde{M}_{R}^{2} \int_{0}^{\rho}(\varsigma(b)-\varsigma(\varpi))^{2 v-2} M_{\mathcal{G}}\left(E\|y\|^{2}\right) d \varpi \\
& \left.+4 \operatorname{Tr}(Q) \tilde{M}_{R}^{2} \int_{0}^{\rho}(\varsigma(b)-\varsigma(\varpi))^{2 v-2} M_{\Delta}\left(E\|y\|^{2}\right) d \varpi\right\} d \xi+4 b \tilde{M}_{R}^{2} \int_{0}^{\rho}(\varsigma(\rho)-\varsigma(\varpi))^{2 v-2} \\
& M_{\mathcal{G}}\left(E\|y\|^{2}\right) d \varpi+4 \operatorname{Tr}(Q) \tilde{M}_{R}^{2} \int_{0}^{\rho}(\varsigma(\rho)-\varsigma(s))^{2 v-2} M_{\Delta}\left(E\|y\|^{2}\right) d \varpi .
\end{aligned}
$$

When we apply the supremum to $\rho$, we get
$E\|y(\rho)\|^{2} \leq 8 \tilde{M}_{K}^{2}\left(E\left\|y_{0}\right\|^{2}+\mu_{1} E\|y\|^{2}+\mu_{2}\right)+\frac{4}{\alpha^{2}} b M_{B}^{4} \tilde{M}_{R}^{4} \int_{0}^{\rho}(b-\xi)^{4 v-4}\left\{8\left\|E \tilde{y}_{b}\right\|^{2}+8 \int_{0}^{b} E\|\tilde{\phi}(\varpi)\|_{L_{2}^{0}}^{2} d \varpi\right.$

$$
\begin{aligned}
& +8 \tilde{M}_{K}^{2}\left(E\left\|y_{0}\right\|^{2}+\mu_{1} E\|y\|^{2}+\mu_{2}\right)+4 b \tilde{M}_{R}^{2} \int_{0}^{\rho}(\varsigma(\rho)-\varsigma(s))^{2 v-2} M_{\mathcal{G}}\left(E\|y\|^{2}\right) d \varpi \\
& \left.+4 \operatorname{Tr}(Q) \tilde{M}_{R}^{2} \int_{0}^{\rho}(\varsigma(\rho)-\varsigma(\varpi))^{2 v-2} M_{\Delta}\left(E\|y\|^{2}\right) d s\right\} d \xi+4 b \tilde{M}_{R}^{2} \int_{0}^{\rho}(\varsigma(\rho)-\varsigma(\varpi))^{2 v} \\
& -2 M_{\mathcal{G}}\left(E\|y\|^{2}\right) d \varpi+4 \operatorname{Tr}(Q) \tilde{M}_{R}^{2} \int_{0}^{\rho}(\varsigma(\rho)-\varsigma(\varpi))^{2 v-2} M_{\Delta}\left(E\|y\|^{2}\right) d \varpi
\end{aligned}
$$

Substituting $E\|y\|_{v}^{2}=r$,

$$
\begin{aligned}
r \leq & 8 \tilde{M}_{K}^{2}\left(E\left\|y_{0}\right\|^{2}+\mu_{1} r+\mu_{2}\right)+\frac{4}{\alpha^{2}} b M_{B}^{4} \tilde{M}_{R}^{4} \frac{b^{4 v-3}}{4 v-3}\left\{8\left\|E \tilde{y}_{b}\right\|^{2}+8 \int_{0}^{b} E\|\tilde{\phi}(\varpi)\|_{L_{2}^{0}}^{2} d \varpi\right. \\
& \left.+8 \tilde{M}_{K}^{2}\left(E\left\|y_{0}\right\|^{2}+\mu_{1} E\|y\|^{2}+\mu_{2}\right)+4 b \tilde{M}_{R}^{2} \frac{b^{2 v-1}}{2 v-1} M_{\mathcal{G}}(r)+4 \operatorname{Tr}(Q) \tilde{M}_{R}^{2} \frac{b^{2 v-1}}{2 v-1} M_{\Delta}(r)\right\} \\
& +4 b \tilde{M}_{R}^{2} \frac{b^{2 v-1}}{2 v-1} M_{\mathcal{G}}(r)+4 \operatorname{Tr}(Q) \tilde{M}_{R}^{2} \frac{b^{2 v-1}}{2 v-1} M_{\Delta}(r) \\
r \leq & \frac{L_{1}+4 \tilde{M}_{R}^{2} \frac{b^{2 v-1}}{2 v-1}\left[b M_{\mathcal{G}}(r)+\operatorname{Tr}(Q) M_{\Delta}(r)\right]\left(1+\frac{4}{\alpha^{2}} b M_{B}^{4} \tilde{M}_{R}^{4} \frac{b^{4 v-3}}{4 v-3}\right)}{1-L_{2}}
\end{aligned}
$$

which is a contradiction to 4.1. Thus, the operator inclusions $y \in \Phi y$ has a solution in $\mathrm{B}[0, \mathrm{r}]$. Hence, the fractional stochastic evolution inclusion 1.1 has atleast one mild solution on J .

Theorem 4.3. Suppose that (A1)-(A5) are true and that $\mathcal{G}$ and $\mathcal{F}$ are both uniformly confined on their respective domains. Moreover, the fractional stochastic system 1.1 is roughly controllable on J if the fractional linear differential inclusions 2.4 are approximately controllable.

Proof. Suppose that $y^{\alpha}$ is a fixed point on $\Phi$. It is clear that via the stochastic Fubini theorem

$$
\begin{array}{r}
y^{\alpha}(b)=\tilde{y}_{b}-\alpha\left(\alpha I+\Psi_{0}^{b}\right)^{-1}\left[E \tilde{y}_{b}-K_{v}(b)\left(y_{0}-g\left(y^{\alpha}\right)\right)\right]-\alpha \int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} \tilde{\phi}(\varpi) d w(\varpi) \\
+\alpha \int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} R_{v, \sigma}(\varsigma(b)-\varsigma(\varpi)) \mathcal{G}^{\alpha}(\varpi) d \varpi+\alpha \int_{0}^{b}\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} R_{v, \sigma}(\varsigma(b)-\varsigma(\varpi)) \Delta^{\alpha}(\varpi) d w(\varpi),
\end{array}
$$

where

$$
\mathcal{G}^{\alpha} \in R_{\mathcal{G}, y^{\alpha}}=\left\{\mathcal{G}^{\alpha} \in L^{2}(v, H) \cdot \mathcal{G}^{\alpha}(\rho) \in \mathcal{G}\left(\rho, y^{\alpha}(\rho)\right), \text { for } \rho \in J\right\}
$$

and

$$
\Delta^{\alpha} \in R_{\mathcal{F}, v^{\alpha}}=\left\{\Delta^{\alpha} \in L^{2}(v, H) . \Delta^{\alpha}(\rho) \in \mathcal{F}\left(\rho, y^{\alpha}(\rho)\right) \text { for a.e. } \rho \in J\right\} .
$$

It follows from the assumptions on $\mathcal{G}$ and $\mathcal{F}$ that there exist $D$ such that $\left\|\mathcal{G}^{\alpha}(\varpi)\right\|^{2}+\left\|\Delta^{\alpha}(\varpi)\right\|^{2} \leq D$. Then, there is a subsequence denoted by $\left\{\mathcal{G}^{\alpha}(\varpi), \Delta^{\alpha}(\varpi)\right\}$ weakly converging to say $\{\mathcal{G}(\varpi), \Delta(\varpi)\}$. Now, the compactness of $R_{v}(\rho)$ implies that, $R_{v}(b-\varpi) \mathcal{G}^{\alpha}(s) \rightarrow R_{v, \sigma}(\varsigma(b)-\varsigma(\varpi)) \mathcal{G}(\varpi), R_{v, \sigma}(\varsigma(b)-$ $\varsigma(\varpi)) \Delta^{\alpha}(s) \rightarrow R_{v, \sigma}(\varsigma(b)-\varsigma(\varpi)) \Delta(\varpi)$. The result of the equation before is

$$
\begin{aligned}
E\left\|y^{\alpha}(b)-\tilde{y}_{b}\right\|^{2} \leq & 6\left\|\alpha\left(\alpha I+\Psi_{0}^{b}\right)^{-1}\left[E \tilde{y}_{b}-K_{v, \sigma}(b)\left(y_{0}-g\left(y^{\alpha}\right)\right)\right]\right\|^{2} \\
& +6 E\left(\int_{0}^{b}\left\|\alpha\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} \tilde{\phi}(\varpi)\right\|_{L_{2}^{0}}^{2} d \varpi\right) \\
& +6 E\left(\int_{0}^{b}\left\|\alpha\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} R_{v, \sigma}(\varsigma(b)-\varsigma(\varpi))\left[\mathcal{G}^{\alpha}(\varpi)-\mathcal{G}(\varpi)\right]\right\|_{d \varpi}\right)^{2} \\
& +6 E\left(\int_{0}^{b}\left\|\alpha\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} R_{v, \sigma}(\varsigma(b)-\varsigma(\varpi)) \mathcal{G}(\varpi)\right\| d \varpi\right)^{2} \\
& +6 E\left(\int_{0}^{b}\left\|\alpha\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} R_{v, \sigma}(\varsigma(b)-\varsigma(\varpi))\left[\Delta^{\alpha}(\varpi)-\Delta(\varpi)\right]\right\|_{L_{2}^{0}}^{2} d \varpi\right) \\
& +6 E\left(\int_{0}^{b}\left\|\alpha\left(\alpha I+\Psi_{\varpi}^{b}\right)^{-1} R_{v, \sigma}(\varsigma(b)-\varsigma(\varpi)) \Delta(\varpi)\right\|_{L_{2}^{0}}^{2} d \varpi\right) .
\end{aligned}
$$

On the other hand, by Lemma 2.3, for all $0 \leq \varpi \leq b$, the operator $\alpha\left(\alpha I+\Psi_{\pi}^{b}\right)^{-1} \rightarrow 0$ strongly as $\alpha \rightarrow 0^{+}$, and moreover, $\left\|\alpha\left(\alpha I+\Psi_{\pi}^{b}\right)^{-1}\right\| \leq 1$. Thus, by the Lebesgue dominated convergence theorem, we obtain $E\left\|y^{\alpha}(b)-\tilde{y}_{b}\right\|^{2} \rightarrow 0$ as $\alpha \rightarrow 0^{+}$.

This provides an approximate idea of the control system 1.1's controllability.

## 5. Example

Assume the subsequent fractional stochastic partial differential equations with the given nonlocal conditions:

$$
\left\{\begin{array}{l}
\frac{\partial^{\frac{2}{3}}}{\partial \rho} y(\rho, z)=y_{z z}(\rho, z)+\mu(\rho, z)+K_{1}(\rho, y(\rho, z))+K_{2}(\rho, y(\rho, z)) \frac{d W(\rho)}{d \rho}, \rho \in J=[0,1]  \tag{5.1}\\
y(\rho, 0)=y(\rho, 0)=0 \\
y(0, z)+\sum_{i=1}^{m} c_{i} y\left(\rho_{i}, z\right)=y_{0}(z), 0 \leq z \leq 1
\end{array}\right.
$$

where $W(\rho)$ denotes a standard cylindrical Weiner process on $\left.\left(v, \mathcal{G}, \mathcal{G}_{\rho}\right\}, P\right)$ and $y_{0} \in L^{2}(0,1) ; \mu$ : $[0,1] \times(0,1) \rightarrow(0,1)$ is continuous in $\rho ; K_{1}, K_{2}: R \rightarrow P(R)$ is continuous and $c_{i}>0$. Let $H=$ $U=L^{2}(0,1)$ and define the operator $\Lambda: H \rightarrow H$ by $\Lambda, z=z^{\prime \prime}$ with domain $D(\Lambda)=\left\{z \in H, z, z^{\prime}\right.$ are absolutely continuous, $\left.z^{\prime \prime} \in H, z(0)=z(1)=0\right\}$. Then, $\Lambda$ generates an analytic semigroup $T(\rho)$ and it
is given by

$$
T(\rho) z=\sum_{n=1}^{\infty} e^{-n^{2} \rho}\left(z, e_{n}\right) e_{n}, z \in H,
$$

where $e_{n}(z)=\sqrt{2} \sin (n y), n=1,2, \ldots$ is complete orthonormal set of eigenvectors of $\Lambda$. From these expression, it follows that $\{T(\rho), \rho>0\}$ is uniformly bounded compact semigroup, so that, $R(\lambda, \Lambda)=$ $(\lambda I-\Lambda)^{-1}$ is compact operator for $\lambda \in \rho(\Lambda)$,

$$
\Lambda z=\sum_{n=1}^{\infty} n^{2}\left(z, e_{n}\right) e_{n}, z \in H
$$

Let $y(\rho)(z)=y(\rho, z)$ and define the bounded linear operator $B: U \rightarrow H$ by $B u(\rho)(z)=\mu(\rho, z), 0 \leq z \leq 1$. Further, define $\mathcal{G}(\rho, y(\rho))(z)=K_{1}(\rho, y(\rho, z))=\frac{e^{-\rho}}{1+e^{-\rho}} \sin (y(\rho, z)), \Delta(\rho, y(\rho))(z)=K_{2}(\rho, y(\rho, z))=$ $\frac{e^{-\rho}}{1+e^{-\rho}} \sin (y(\rho, z))$ and $g(y)(z)=\sum_{i=1}^{\infty} c_{i} y\left(\rho_{i}, z\right)$. Then, the condition (A2)-(A4) are satisfied. On the other hand, the linear system corresponding to 5.1 is approximate controllable. Thus, with the above choices of $\Lambda, \mathfrak{F}, \Delta$ and B, system 5.1 can be written into the abstract form of 1.1. Hence, by the theorem 4.3, the stochastic control system 5.1 is approximate controllable on J .

## 6. Conclusions

This work investigates the Hilfer derivative to analyze the approximate controllability of FSEIs with nonlocal conditions. By assuming that the corresponding linear system is approximately controllable, we obtain a novel set of adequate requirements for the approximate controllability of nonlinear FSEIs in meticulous detail. The fixed-point theorem for multi-valued operators and fractional calculus are used to achieve the results. Additionally, our future study will focus on the regularity of mild solutions for FSEEs with nonlocal beginning conditions.
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