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1. Introduction

In this paper we report on our experimentation, carried out by merging a dynamic geometric system
(DGS) and a computer algebra system (CAS), dealing with plotting the geometric locus described
by a certain family of octic curves, that can be motivated as a mathematical construct related to
modeling planetary orbits. Actually, our final goal is to exhibit the challenging mathematical issues
that are involved in this quite simple context, showing the need for DGS/CAS cooperation, and
the rising of yet unsolved mathematical questions, dealing with the interrelation of specialization
(required sometimes to simplify input) and elimination, or with the appearance in some circumstances
of “strange” components in the locus plot.

Plane curves have been studied for centuries, and large catalogues are available, either printed or
online. Numerous curves are presented as stand-alone examples, such as the Witch of Agnesi, but there
exist also families of curves, depending on one parameter or more. Even so, curves known as stand-
alone appear also in families. For example, the Bernoulli lemniscate appears also as a specialization of
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Cassini ovals. The curves, and the families of curves, may be defined through implicit, or parametric,
or polar equations, or in a concurrent way, via more than one of these tools: e.g. the aforementioned
example has both a trigonometric parametric presentation and an implicit equation. The latter is a
polynomial equation of degree 3, making the curve an algebraic curve. Actually it is a rational cubic.
There exist also large families of curves, for which the parametric equations or the implicit equation
contain a parameter. Famous examples are epicycloids, hypocycloids, epitrochoids, hypotrochoids,
given by trigonometric parametric equations.
Two processes in reversed directions may be at work, but not always simultaneously:

e If a plane curve C is given by a parametric presentation, then implicitization might be a core issue.
For example, if algebraic manipulation transforms the given parametrization into a rational one, a
presentation with polynomials is afforded. These polynomials generate an ideal in a polynomial
ring over the field of coefficients. Using methods based on Grobner bases and elimination (see
[4]), an implicit equation may be derived for the curve C. This has been extensively used in
[6]. We must mention that in some cases, even with a powerful CAS and a powerful computer,
implicitization revealed impossible, not for theoretical but for technical reasons [11, 13].

e Deriving a rational parametrization from an implicit equation of a curve C is a non trivial issue.
In some instances, as the one studied in [5] it is possible, but not in most cases. For a general
presentation of the problem and available methods with a Computer Algebra approach, we refer
to [18].

Technology is a useful tool to explore plane curves. Indeed, visualization of a curve in a screen may
be quite faithful, as the mathematical situation under study is a 2D situation. Moreover, a Dynamic
Geometry System (DGS) offers two main dynamical features:

e Dragging of points [17]: the display can be changed continuously using the mouse. Here the
changes may not be uniform, as the process is interactive.

e Slider bars: the construction of an object depending on a parameter can be analyzed when the
parameter changes in a uniform way, i.e. receiving values in a pre-defined arithmetic sequence.

The two features offer different kinds of man-and-machine interaction. Moreover, some Dynamic
Geometry Systems include the direct computation and/or display of geometric loci, involving both
“mover” and “tracer” points, see [1] for a summary description of loci computation in DGS. But the
obtained display does not have to be, in general, topologically reliable, as achieving such requirement
involves complex symbolic computation algorithms, see the recent work [12] and the references
therein, pointing out to over 30 years of research on this issue. Computing the topology of families
of curves depending on a parameter — as it is often the case when dealing with locus — is even a more
challenging issue, addressed, for example, in [2, 3], but its applicability in our context is very limited,
since the kind of curves we will work with here is not included in the first reference, and, for profiting
from the second one we would have to handle implicit equations, something that often turns out to be
too involved.

Indeed, let us point out that the algebraic manipulations requested to switch between parametric
equations and implicit equations may be performed by hand just in very simple cases, but they are
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generally performed using the Grober package implemented in a Computer Algebra System (CAS).
At the beginning, CAS and DGS were conceived as different systems. Finding ways towards a dialog,
a collaboration between the two kinds of systems has been explored for a long time; see [15, 16, 9].
Some time ago, a CAS has been implemented into the GeoGebra DGS system [14]. Nevertheless, it is
sometimes not powerful enough for implicitization, as we will show in subsection 2.2.

Therefore, in what follows, we use both GeoGebra and Maple for the exploration of algebraic
varieties in R? and in R3. Of course, when working in 3D, visualization rises specific problems, and in
this case our main contribution here is devoted to algebraic work, whence to the CAS, as in [7].

In [8], we described a simple model of planetary orbits and mathematical constructs based on them,
namely the trajectory of the midpoint of two planets. This midpoint has no true physical meaning,
but its dynamics can be a trigger to study some epi and hypocycloids, letting some parameters vary
according the precision of the orbital data in use. An extension has been made also when the two
mobile objects are moving in opposite directions (a situation which occurs when a satellite is launched
on a retrograde orbit). The movements of the two planets have different angular velocity.

The present paper is another contribution to the construction of plane curves given by trigonometric
parametric equations. This time, we consider (depending on a parameter k) an ellipse x* + k?y* = 1, its
director circle, and one point on each with the same angular velocity. In the next section 2 we approach
the locus of the corresponding midpoints, in two different ways: using a trigonometric parametrization
of the ellipse and director circle, and using a rational parametrization of the same curves, and then
implicitizing. Figure 4 shows already some surprising facts about the path followed by the locus
point in terms of the values of the parameter u. On the other hand subsection 2.2 deals already with
some more involved (some of them not yet well understood) issues, dealing with the existence of
three absolutely irreducible components for each octic, with only one of them coinciding with the one
displayed in the previous subsection.

Aiming to clarify this situation, section 3 starts with a strict polynomial equation setting, through
the implicit equations of the ellipse and director circle, but recalling that they depend on a parameter k.
Now the construction of the implicit equation of the locus for each particular value of k can be achieved
through different alternatives, such as including k as a variable in the input ideal, computing the locus,
and then specializing the result for specific values of k; or specializing the input ideal for values of k
and then obtaining the locus. We will check that, in this particular case, both approaches lead to the
same, absolutely irreducible, equation of degree 8 in the locus coordinates (with k also of degree 8):
the octic.

The paper ends with a short summary of the different results and open problems that this apparently
simple context has yield.

2. An algorithmic exploration leading to the discovery of an octic curve

2.1. The parametric construction

We consider an ellipse & whose equation is x*> + k*y?> = 1, where k is a positive real parameter. Its
director circle D has equation x> + y? = 1 + 1/k. Recall that the director circle is the orthoptic curve
of the ellipse, i.e. the geometric locus of points through which passes a pair of tangents to & which
are perpendicular. This can be easily checked graphically using the DGS, as in Figure 1. The slider
enables an automated check that the construct is valid for any k£ > 0, and dragging the point A along
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the circle O shows perpendicularity of the tangents from any point A.

director

Figure 1. An ellipse and its director circle.

A general point E on & has coordinates

1
(Xg,yE) = (cosu - sin u) u€R. 2.1)

Let O be the origin. The line (OE) intersects the circle O at 2 points F and G whose coordinates are
as follows:

(k2+1)cos2 u
k2 cos? u—cos? u+1 (22)

XF =

_ _sinu (k2+1) cos? u
YFP = (k cos u) 1+(k2=1) cos? u)

and
xg = — (k2+1)cos? u
= oo 1ol
k? cos? u—cos?® u+1 (23)
_ _ _sinu (kK2+1) cos? u
Y = (k cos u) 1+(k%2—=1) cos? u)

Note that the formulas express the fact that ' and G are symmetric about the origin.
Now consider the midpoints M and N of the segment EF and EG respectively; their coordinates
are given by:

1 1
(Xm>ym) = (E(XE + XF), E(yE + yF))
2.4)

1 1
(xn,yn) = (E(XE + Xg), E(YE + )’G))
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A snapshot of a GeoGebra animation is displayed in Figure 2. It is possible to obtain both
components looking continuous by changing the parameters of the animation (we mean choosing a
lower speed, and a smaller increment on the values of the parameter). Changes in other parameters,
enabled with slider bars, provide other shapes for the desired locus. In order for the display for new
values of the parameters to be readable, the user has to erase the previous plots.

u=098
_——

Figure 2. A dynamic construction of the loci of the midpoints.

For this example, the automated Locus command of GeoGebra did not work; therefore, we could
construct the locus only using the animation based on the slider for the parameter u. Trying other
values of the parameter k requires running the animation again and again.

In order to look for an implicit equation (if possible) of the locus of F and the locus of G when u
varies, we transfer the work to the CAS. A surprise is waiting with observation of the plots. It has to
do with the choice of the parametrization of the ellipse and its director circle. Here is the source code
for the beginning of the Maple session:

ellps := k™2*y"2 + x"2 = 1;
dircrcl := x"2 +y"2 =1+ 1/k"2;

x_E := cos(u);

y_E := sin(u)/k;

1 E =y =y E*x/x_E;

pts := solve({dircrcl, 1_E}, {x, y});

parampts := allvalues(%);
x_F := simplify(rhs(parampts[1][1]));
y_F := simplify(rhs(parampts[1][2]));

AIMS Mathematics Volume 8, Issue 8, 19461-19476.
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X_G := simplify(rhs(parampts[2][1]));
y_G := simplify(rhs(parampts[2][2]));

The solve command produces generally an output containing the place holder RootOf, which is
resolved into different components by allvalues. Even then, the expressions may be quite complicated,
whence the usage of simplify. In the present case, the resulting expressions are not really simpler; they
are built on sine and cosine instead of tangent. In order to display the construct, we use the following
code:

for p from 1/2 by 1/2 to 6 do
p;

plot({[subs(k = p, x_E), subs(k = p, y_E), u=0 .. 2*Pi],
[subs(k = p, x_F), subs(k = p, y_F), u=0 .. 2*Pi],
[subs(k = p, x_G), subs(k = p, y_.G), u=0 .. 2*Pi],
[subs(k = p, x_M), subs(k = p, y_M), u=0 .. 2*Pi],
[subs(k = p, x_N), subs(k = p, y_N), u=0 .. 2*Pi]l});
end do

Figure 3 shows the output for some values of the parameter. The case k = 1 is very special, it
provides 2 concentric circles. In the other cases, the output presents 2 components with different
topologies. It is necessary to compute an implicit equation for the obtained curve and to (hopefully)
factorize the obtained polynomial in order to distinguish algebraically the two components.

The surprise comes from a trial to master the colors of the different plots, by inserting a color option
into the commands of the loop above, as follows:

for p from 1/2 by 1/2 to 6 do
p;
ellpsplot := plot([subs(k = p, x_E), subs(k = p, y_E), u=0 .. 2%Pi],
color = blue, thickness = 3);

plotF := plot([subs(k = p, x_F), subs(k = p, y_F), u=0 .. 2*¥Pi], color = red);

plotG := plot([subs(k = p, x_G), subs(k = p, y_G), u=0 .. 2*¥Pi], color = green);
plotM := plot([subs(k = p, x_M), subs(k = p, y_M), u=0 .. 2*Pi], color = orange);
plotN := plot([subs(k = p, x_N), subs(k = p, y_N), u=0 .. 2*Pi], color = yellow);

display(ellpsplot, plotF, plotG, plotM, plotN);
end do;

The plots have been named separately and the final output obtained by a display command, in order
to follow precisely after what happens, i.e. from which line comes which part of the plot. The original
ellipse is in blue, the director circle is divided into two parts, as it is plotted as the geometric locus of
F and of G.
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Figure 3. Several plots from the Maple exploration.

As a whole, it was expected that the resulting curves will be symmetric about the coordinate axes,
the specific symmetries being a result of the role exchange between F and G when passing from the
left half-plane to the right half-plane, and vice versa. Indeed, the x-coordinate of F' is always taken as
the positive root of some expression, while its y-coordinate is positive if both sin(u), cos(u) have the
same sign, and negative otherwise. Likewise, the x- coordinate of G is always taken as negative, while
its y-coordinate is negative if both sin(u), cos(u) have the same sign, and positive otherwise. Thus,
when angle u takes point E from the left half-plane to the right half-plane, suddenly F is replaced by
G (as the x-coordinate becomes negative) and F jumps to the symmetrical position of G with respect
to the origin.

Some of the outputs are displayed in Figure 4.
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Figure 4. Several plots from the Maple exploration with prescribed colors.

2.2. Rationalization and implicitization

2v
1+v2°

12
1+v2

Recall that for every u € R, there exist v € R such that cosu = and sinu = By substitution

into Eq (2.4), we obtain:

1 2—1)2 (k2+1
Xn = 5 ((v2+1) ,/H%—(vz—l)) 03
2102 (k2+1 :
==t (024 1) SR - 07 - 1)

By symmetry, we obtain similar equations for N. In order to transform these equations into
polynomials, we used the following code:

x*denom(xx_M) + v'2 - 1 = numer(xx_M) + v'2 - 1:
simplify(%~2):

pl := numer(lhs(%) - rhs(%)):

y*denom(yy_M) - v¥*(v'2 - 1) = numer(yy_M) - v*(v"2 - 1):
simplify(%~2):

p2 := numer(lhs(%) - rhs(%)):
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The computed polynomials are the following:
Pi(x,y,k,v) = AV X% + 43V x — 8K3VOx — 4k3V® — 8KV a2 — VB + 16v8X° + 16V x + 8k2v* + 4v°
+320* %% + 8K%Vix — 4kMV + AKX — 6VF + 1607 X7 — 4k x — 16V x + 4P — 1
P(x,y, k,v) = k*v12y? = 240197 — 213y — kW8y? 4+ 4kPvI0? + 63y + 4k Oy — 4kYTy
—8kvy — k' — 4kPv® — 8kAWVOy? — V10 — 4Ky + 8kvTy — 2kHy? + 8KV + 48
+6I3V3y + 8KV y + Kty — 4PV + 4k — 6V° = 2K vy — 8Py + 4t =
(2.6)

The polynomials P(x,y,v,k) and P,(x,y,v, k) generate an ideal J C R[x,y,v, k]. Elimination of
parameter v alone did not work with the CAS, but it is possible to eliminate v for various values of
the parameter k, to provide some hints about the elimination ideal (bearing in mind that, in general,
the specialization of the elimination, for some values of the parameter, does not necessarily have to
coincide with the elimination of the specialized ideal, but it is an ideal contained on it). Here is the
Maple code:

for p from 1/2 to 10 do
J[p] := <subs(k = p, pl), subs(k = p, p2)>;
JE[p] := EliminationIdeal(J[p], {x, ¥3});
gen[p] := Generators(JE[p])[1];
cc := implicitplot({subs(k = p, dircrcl) = 0, subs(k = p, ellps) = 0},
Xx=-4..4, y=-4 .. 4, color = navy);
fac[p] :
facts[p] := factors(gen[p]); #factorization over the rationals
comp[p][1] := facts[p][2][1][1];
comp[p][2] := facts[p][2][2][1];
comp[p][3] := facts[p]l[2]1[3]1[1];

evala(AFactor(gen[p])); #absolute factorization

c[1]:= implicitplot(subs(k = p, comp[p][1]) =0, x = -4 4, y = -4 4,
color = magenta);

c[2]:= implicitplot(subs(k = p, comp[p][2]) =0, x = -4 4, vy = -4 4,
color = green);

c[3]:= implicitplot(subs(k = p, comp[p][3]) =0, x = -4 4, y = -4 4,

color = brown);
display(cc, c[1], c[2],c[3]);
end do

Of course, the values of the local variable p can be modified. We ran this code not only for the values
of p appearing here, but for other ones as it is clear from the illustrations). We should mention that for
p = 1 the computation fails. The factors command provides more information than the regular factor
command. For every positive value of k, the elimination ideal JE is generated by a unique polynomial,
denoted above by gen, of degree 19. The output of the factors command says that over the rationals
this polynomial is the product of a factor x* and 2 factors of degree 8. We call the corresponding curves
octic curves, or simply octics.

This is not enough to check that the obtained varieties (the y-axis, and the two degree 8 curves) are
irreducible over the complexes. For this, another command has to be applied: the AFactor command,
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for absolute factorization, 1.e. over the field C, is a place holder, and its output is resolved by the
command evala. Thus, we have addressed this (technical) issue, which requires human observation, in
order to check validity of the output, by comparing the outputs of the rows

fac[p] := evala(AFactor(gen[p])); #absolute factorization
facts[p] := factors(gen[p]); #factorization over the rationals

The conclusion is that both outputs yield the same factorization (obviously, a very particular result,
just holding in this case, as both factorizations are, in principle, different), namely, the two factors
of degree 8 and the factor x*. But the output of the factor command does not keep the order of the
factors for different values of the parameter. The factor x* can appear in any position in the list. The 3
components can be plotted simultaneously, using what is performed in the 3 subsequent rows, and the
user has to identify each component. Comparing with the outputs of the work in parameterized setting
(in previous section), it appears that in each case, only one plot of an octic is relevant. Identifying
a pattern may be possible, but not useful, as here we show examples for p being either an integer or
half-integer, but other cases exist of course. In any case, one component only coalesces with what has
been obtained, either with the GeoGebra exploration or with Maple in the parametric setting.

Figure 5 shows the output for some values of k. The different colors are a consequence of the order
of the factors obtained by the command factors. Note also that for k = 15, more irreducible components
seem to exist. The algebraic computations, in the next section, show that this is not the true situation.
What appears on the display is a consequence of the fact that a software has often difficulties to plot
close to a singular point. This plotting issue has been discussed in [19]. In conclusion: a detailed
comparison between this output with the output of the previous subsection, and the interpretation of
coincidences/differences, seems to deserve further, future work.

k=1/2 k=372 k=6

k=8 k=17/2

-2 -2 —24

Figure 5. Several plots from the Maple exploration after specialization-elimination.
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3. A construction based on implicit equations only

3.1. A particular case

Aiming to obtain the general implicit equation of this family of curves, in this Section we will
approach this goal starting with an alternate description of the construction, using implicit equations.
In order to make things easier for the non-familiar reader, we begin with the special case k = 1,1.e. we
consider the circles C and O whose respective equations are : x> +y> —1 =0and x> +y* -2 =0. A
point E(ey, e;) on the circle C verifies the condition e% + e% — 1 =0, the line OF (where O denotes the
origin) has equation e, x — ¢; y = 0. We denote by P(x,y) the point of intersection of the line OF with
the circle . The midpoint F(f, g) of EP is determined by

{f =3(x+ep) 3.1)

g=300+e)

Actually, Equation (3.1) represent the two midpoints from E to the intersections F, G of the line OF
with the circle . Define an ideal

H:(2f—x—e1,2g—y—ez,—e1y+ezx,e%+e§—1,x2+y2—2>.

Now we apply commands from Maple’s Polynomialldeals package. We obtain
HilbertDimension(H) = 1 and Eliminationldeal(H, e;) = {(0). So the construction is of dimension 1,
ruled by one coordinate of E (say, e,) on the circle C. Now the locus of P(f, g) is a quartic (i.e. , a
curve of degree 4): Applying once again elimination, we obtain:

Eliminationldeal(H, f,g) = (16f* + 32f%g* + 16g* — 24 f* — 24g*> + 1).

Denote by Q(x, y) the generator of this ideal. Using absolute factorization with the AFactor command,
we have:

O(x,y) = 16f* + 322> + 16g* — 24f% — 24> + 1

= (4f? +4g> ~ 2 RootOf(Z2 —2) — 3) (4f> + 4> — 2 RootOf (22 ~2)~3). O

The variety V(Q) is the union of two circles, concentric with C and 9, with respective radii
approximately 0.2071067816 and 1.207106781. The output is displayed in Figure 6 (we used the
algcurve package and the plot_real curve command).
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(]
(N

Figure 6. The loci of the midpoints for k = 1.

3.2. The general case

Now we deal with a family of loci, depending on parameter k. There are two ways. One, less
satisfactory, is to convert all input into polynomials in all the variables, including k (thus, requiring the
elimination of denominators). So the ideal now is of dimension 2 (say, taking e, and k as free variables)
and the elimination of all the variables except the coordinates f;, f, of the midpoint F, and k, provides
a collection of fi, f,-curves depending on k. Here is the Maple code of the session:

HH:=<e_1"2+k"2%*e_2"2-1,k"2*x"24k"2*y"2-k"2-1,x*%e_2-y*e_1,f_1-(x+e_1)/2,f_2-(y+e_2)/2 >;
HilbertDimension(HH) ;

EliminationIdeal (HH, {e_1,k});

EHH:=EliminationIdeal (HH,{f_1,f_2,k});

The Hilbert dimension is equal to 2, and the 1st elimination ideal is equal to (0). Finally we obtain that
the ideal EHH is generated by the polynomial

Locy = 16} fk% + 32 f2 k> + 16 k% + 320 f7k® + 641} £k° + 32 f2k® — 8L frk° — 8 £k
+16f2k* + 320 7k + 161 fk* — 24 £ £7K° — 402 K8 — 16 £2K° + £k — 16f°k* (3.3)
—40f; f7Kt = 247 [kt = 8K = 8 £ 2 + 21 f7K + f

AIMS Mathematics Volume 8, Issue 8, 19461-19476.
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Let us compute and plot the curves for k = 1/2,3,15. We have:

5 33 5 1 39 69 9
Locij, = f} + Eflezz + Eﬁff + §f12f26 + Efzs -3f - §f14f22 - ﬁffff - ﬁff + f}
1 1
+ §f12f22 + ﬁf;

Locy = 1296 fF + 2592010 f; + 152928 f' f, + 23328017 fy + 104976 f; — 1368 — 208081, £+
— 835922 f) — 64152f° + £ + 162217 + 6561 f;

Locys = 810000f% + 366120000 £° 7 + 41736060000 £, 2 + 823770000002 f2
+ 41006250000/ — 8118007 — 275401800 7 — 20959965000 % f

— 20685375000/ + f;' + 101250 £ f; + 2562890625 f,
(3.4)

In all the cases — including the generic one — the obtained polynomial is absolutely irreducible (use
the AFactor command), saying that the two components of the obtained curve cannot be distinguished
by algebraic means. The resulting plots are displayed in Figure 7. It is interesting to compare with the
plots in Figure 3, supporting the idea that in both cases these are, indeed, the true “octics”.

Figure 7. Three examples of the locus of midpoints.

This way is less satisfactory since it means that one could be losing values of k such as k = 0
(but in this case this has no sense). The other, more canonical way, is to consider the ideal GH, with
polynomials in all variables, but with k in the denominator, and to consider the field of coeflicients
Q(k). It 1s like specializing the polynomial ideal to a — say — “numerical” value k. Thus, we have
to bear in mind what we have previously commented about the relation between specialization and
elimination. The ideal has now dimension 1, with e; as only free variable, for example. The Maple
code for the session is as follows:

GH:=<e_1"2+k"2%e_2"2-1,x"2+y"2-1-1/k"2,x*e_2-y*e_1,f_1-(x+e_1)/2,
f 2-(y+e_2)/2, variables={e_1,e_2,x,y,f_1,f_23}>;

HilbertDimension(GH) ;

EliminationIdeal (GH, {e_1});

AIMS Mathematics Volume 8, Issue 8, 19461-19476.
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EliminationIdeal (GH, {f_1,f_21});
GL:=Generators(GH) [1];
simplify(GL-Loc_k);

Here the Hilbert dimension is 1 and the 1st elimination ideal is (0). The polynomial GL is given by:
GL = 16f f;k* + 32f7 f2k® + 16 £k + 322 7k + 64 £,k + 327 2k — 8fL 1 k®
— 80K + 162k + 320 f7k* + 16f] £k — 24 £ £7K° — 402 £k — 16 £24° (3.5)
+ kS = 160k — 40f 7k — 24 (1 kY — 8f0k* — 8f fk* + 2f L7k + £}

Finally, we have verified that, in this case, the locus result GL is equal to Loc, confirming the
previous results!

4. Discussion and conclusions

As we have described along the paper, this apparently simple geometric locus gives rise, through
different approaches: Implicit, parametric, specialized, etc., to a series of challenging mathematical
issues, that require the use of CAS tools for their analysis and interpretation. Thus, we have shown (and
explained) in subsection 2.1 the surprising behavior of the parametric-tracer points for the geometric
locus under consideration, splitting the obtained curves in two halves, divided by the y-axis. Then,
subsection 2.2, presented the failure to implicitize the generic equation of the locus family, although
it succeeded in different specialized cases. It also described some involved issues concerning the
presence of three different factors of such equation (while only one of them should be considered as
the true “octic”), and the need of further study to identify and clarify this fact.

Finally, Section 3 dealt with a pure algebraic geometry approach, but here also considering two
different possibilities (taking the parameter as a variable or as an element of the field of coefficients).
We have shown that both approaches do well in this particular case, in obtaining the general implicit
equation of the family of curves, showing also its absolute irreducibility and allowing the visual and
symbolic verification of the coincidence of the outputs in both the implicit and parametric approaches
to the octics.
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