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#### Abstract

In this article, a Green's function for a fractional boundary value problem in connection with modified analytic kernel has been constructed to study the existence of multiple solutions of a type of characteristic fractional boundary value problems. It is done here by using a well-known result: Krasnoselskii fixed point theorem. Moreover, a practical example is created to understand the importance of main results regarding the existence of solution of a boundary value fractional differential problem with homogeneous conditions. This example analytically and graphically, explains circumstances under which the Green's functions with different types of differential operator are compatible.


Keywords: fractional differential equation; boundary value problem; positive solution; fractional Green's function; fixed-point theorem
Mathematics Subject Classification: 34B18, 45B05

## 1. Introduction

Fractional calculus is natural generalization of ordinary calculus [1,2], since, it took derivative and integral of a function with arbitrary order. The concept of fractional calculus is not new. The objective of fractional calculus concurs with that of classical calculus. In 1695, when Leibniz introduced the notation $d^{n} /(d x)^{n}$ for ordinary differential operator, L'Hopital raised the concept of fractional power differential operators by asking Leibniz about the arbitrary power of differential operator. In 1730, Euler devoted his efforts to it, followed by Lagrange in 1772 and Laplace in 1812. Lacroix, first time
introduced the notion of differentiation with arbitrary powers and later the idea was modified by the other mathematicians of that era. Various fractional derivatives were thus introduced and Grünwald and Krug unified the results of Riemann and Liouville and introduced new integral and differential operators called Riemann-Liouville (RL) fractional differential operators [1]. After that time, the fractional calculus begins to assemble complications of dynamics of complex real world and new concepts are starting to be practice and tested on real data.

In 1996, Delbosco [3] established the results for the existence and uniqueness of nonlinear fractional differential problems for RL operator, after him many other mathematician [4-6] extended his results for the nonlinear fractional differential problem of order different orders for nonlinear boundary value problems. In 2010, Li [7] extended the results for differential operator of order $1<\xi \leq 2$ for RL operator. After that, number of articles [8-24] were published on the existence and uniqueness of periodic, non-periodic, implicit, explicit and singular boundary value problems, coupled systems and integrodifferential problems with RL operator of different orders.

In recent decades, fractional calculus is used to fill the voids in models for better results. For instance, in rheology [25-27], dynamic problems [28,29], continuum mechanics [30-32], and in other areas of science and engineering [33-39]. In [40], Xu et al. established existence results for the multiple positive solutions for the nonlinear boundary value fractional differential problem with RL operator.

In this article, we will construct the Green's function and some of its important properties for the boundary value fractional differential Problem 1.1 (stated below) defined in the space of continuous real valued functions with modified analytic kernel and prove existence results using fixed point techniques. We also check the compatibility of Green's function for boundary value Problem 1.1 with Green's function of ordinary differential problem and RL differential problem. The boundary value fractional differential problem

$$
\left.\begin{array}{c}
\mathcal{D}_{0+}^{\xi, \eta} \varphi(t)=\psi(t, \varphi(t)), \quad 0<t<1  \tag{1.1}\\
\varphi(0)=\varphi(1)=\varphi^{\prime}(0)=\varphi^{\prime}(1)=0
\end{array}\right\},
$$

where $3<\xi \leq 4$, and $\eta>0$ is fixed complex parameter.
This article consists of three section. In first section, introductory material and preliminaries of our main work is given. In second section, Green's function is constructed for the boundary value Problem 1.1 and its properties are provided, and existence results for the boundary value problem are established, an example is also provided in support of results and for the compatibility of solutions, we constructed the graph of Green's function of ordinary differential equation of order four, for the Green's function of fractional order differential problem of order $3<\xi \leq 4$ with RL differential operator, analytic kernel and modified analytic kernel. In third section, article is concluded.

Fractional integral with RL differential operator [41] of order $\xi$ with $a$ as the constant of integration is stated as

$$
\begin{equation*}
{ }^{R L} \mathcal{I}_{a+}^{\xi} \varphi(t)=\int_{a}^{t}(t-\omega)^{\xi-1} \varphi(\omega) d \omega, \quad \operatorname{Re}(\xi)>0, \tag{1.2}
\end{equation*}
$$

on the other hand RL fractional derivative of order $\xi$ depending on the constant $a$ is stated as

$$
\begin{equation*}
{ }^{R L} \mathcal{D}_{a+}^{\xi} \varphi(t)=\frac{d^{n}}{d t^{n}}\left({ }^{R L} \mathcal{I}_{a+}^{n-\xi} f(t)\right), \quad \operatorname{Re}(\xi) \geq 0, \quad n=\operatorname{Re}(\xi)+1 . \tag{1.3}
\end{equation*}
$$

This model contributed in resolving multiple ordinary and partial differential problems through transformation methods [41, 42]. An important method to solve differential problems is Green's function method. Xu [40], in 2009, constructed the Green's function for the RL boundary value problems of fractional order $3<\xi \leq 4$ to prove the existence results for the boundary value problems.

In 2019, Fernandez et al. [43] presented a new model of fractional integral and differential operators involving modified analytic kernel. Some important properties for the well-defined operator are also described.

Definition 1.1. Let $[a, b] \in \mathbb{R}, \xi, \eta$ be complex parameters with positive real parts and $R \in \mathbb{R}^{+}$satisfying the inequality $R>(b-a)^{R e(\eta)}$. Let $A$ be the complex function defined on the analytic disc $D(0, R)$ by locally uniformly convergent power series

$$
\begin{equation*}
A(x)=\sum_{n=0}^{\infty} a_{n} x^{n}, \tag{1.4}
\end{equation*}
$$

where the coefficients $a_{n}=a_{n}(\xi, \eta)$ may depend on complex parameters if required.
Using analytic kernel (1.4), a modified form of analytic kernel is also defined by Fernendez et al. [43] that is stated below:
Definition 1.2. For any analytic function as in Definition 1.1, modified analytic function $A_{\Gamma}$ is defined as

$$
\begin{equation*}
A_{\Gamma}(x)=\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) x^{n} . \tag{1.5}
\end{equation*}
$$

The series (1.5) has radius of convergence given by

$$
\lim _{n \rightarrow \infty}\left|\frac{a_{n}}{a_{n+1}}(n \eta+\eta+\xi)^{-\eta}\right| .
$$

Definition 1.3. Fractional integral operator with analytic kernel, acting on the function $g:[a, b] \rightarrow \mathbb{R}$ as

$$
\begin{equation*}
{ }^{A} \mathcal{I}_{a+}^{\xi, \eta} \varphi(t)=\int_{a}^{t}(t-\omega)^{\xi-1} A\left((t-\omega)^{\eta}\right) \varphi(\omega) d \omega . \tag{1.6}
\end{equation*}
$$

The integral operator defined in (1.6) provides the generalization of RL [1, 2], Prabhakar [44], AB [45] and GPF model [46].

Definition 1.4. Fractional differential operator with analytical kernel is defined in both Caputo and RL forms. The operator is defined as follows:

$$
\begin{align*}
{ }_{R L}^{A} \mathcal{D}_{a+}^{\xi, \eta} \varphi(t) & =\frac{d^{m}}{d t^{m}}\left({ }^{A} \mathcal{I}_{a+}^{\xi^{\prime}, \eta^{\prime}} \varphi(t)\right)  \tag{1.7}\\
{ }_{C}^{A} \mathcal{D}_{a+}^{\xi, \eta} \varphi(t) & ={ }^{A} \mathcal{I}_{a+}^{\xi^{\prime}, \eta^{\prime}}\left(\frac{d^{m}}{d t^{m}} \varphi(t)\right), \tag{1.8}
\end{align*}
$$

where $m \in \mathbb{N}, \xi^{\prime}$ and $\eta^{\prime}$ depends on $\xi$ and $\eta$, respectively.
Beta function does not have direct interaction with fractional derivative and integrals but plays a vital role in proofs of fractional theories. It is the combination of multiple gamma functions, formally, beta function is defined as follow:

Definition 1.5. Beta function is usually defined in integral form

$$
\begin{equation*}
B(\xi, \eta)=\int_{0}^{1} \omega^{\xi-1}(1-\omega)^{\eta-1} d \omega, \quad \operatorname{Re}(\xi)>0, \operatorname{Re}(\eta)>0 \tag{1.9}
\end{equation*}
$$

Beta function can also be represented in the form

$$
B(\xi, \eta)=\frac{\Gamma(\xi) \Gamma(\eta)}{\Gamma(\xi+\eta)}, \quad \operatorname{Re}(\xi)>0, \operatorname{Re}(\eta)>0
$$

The following Krasonel'skii fixed point theorem is fundamental for the proof of our existence results.

Lemma 1.1. [40] Let $\mathcal{W}$ be a complete norm space, and let $\boldsymbol{J} \subseteq \mathcal{W}$ be a cone in $\mathcal{W}$. Suppose $\varpi_{1}, \varpi_{2}$ are open subsets of $\mathcal{W}$ with $0 \in \varpi_{1} \subset \overline{\varpi_{1}} \subset \varpi_{2}$, and let completely continuous operator $F: \mathrm{J} \rightarrow \mathrm{J}$ such that, either
(i) $\|F \mathfrak{r}\| \leq\|\mathrm{r}\|, \mathrm{r} \in \mathrm{J} \cap \partial \varpi_{1},\|\mathcal{F}\| \geq\|\mathrm{r}\|, \mathrm{r} \in \mathrm{J} \cap \partial \varpi_{2}$ or;
(ii) $\|F \mathfrak{r}\| \leq\|r\|, r \in J \cap \partial \varpi_{2},\|F r\| \geq\|r\|, r \in J \cap \partial \varpi_{1}$.

Then $F$ has fixed point in $\mathrm{J} \cap \overline{\varpi_{2}} \backslash \varpi_{1}$.

## 2. Results

In this section, we will construct Green's function for fractional differential equations with modified analytic kernel and also provide solution of the problem. Some important properties of the Green's function are also verified. For the construction of Green's function, we first prove several important results for differential operators with modified analytic kernel, by utilizing Definition 1.4. Also, we will prove the existence of positive solutions for Problem 1.1 and gave the compatibility of solution with the help of graph.

Lemma 2.1. Consider $\varphi(t)=t^{v}$, where $v>-1$, then

$$
{ }^{A} \mathcal{D}_{0+}^{\xi, \eta} v^{\nu}=\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) B(n \eta-\xi, v+1) t^{n \eta-\xi+\nu},
$$

holds and in particular ${ }^{A} \mathcal{D}_{0+}^{\xi, \eta}\left(t^{\xi-n \eta-p}\right)=0, p=0,1,2, \cdots, N$, where $N$ is the smallest integer greater than or equal to $(\xi-n \eta)$.

Proof. For $v>-1$,

$$
\begin{aligned}
{ }^{A} \mathcal{D}_{0+}^{\xi, \eta} v^{\nu} & =\frac{d^{m}}{d t^{m}} \int_{0}^{t} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(t-\omega)^{n \eta+m-\xi-1} \omega^{\nu} d \omega \\
& =\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) \frac{d^{m}}{d t^{m}} t^{n \eta+m+\nu-\xi} \int_{0}^{1} \zeta^{\nu}(1-\zeta)^{n \eta+m-\xi-1} d \zeta \\
& =\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) B(n \eta+m-\xi, v+1) \frac{d^{m}}{d t^{m}} t^{n++m+\nu-\xi} .
\end{aligned}
$$

So, for $t^{\xi-n \eta-p}$, where $p=0,1,2, \cdots, N$,

$$
\begin{aligned}
{ }^{A} \mathcal{D}_{0+}^{\xi, \eta}\left(\sum_{n=0}^{\infty} t^{\xi-n \eta-p}\right) & =\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) B(n \eta+m-\xi, v+1) \frac{d^{m}}{d t^{m}} t^{m-p} \\
& =0
\end{aligned}
$$

Lemma 2.2. Let $\xi>0$ and $\eta$ be any fixed complex parameters, assume $\varphi \in C(0,1) \cap L(0,1)$, then the fractional differential equation

$$
{ }^{A} \mathcal{D}_{0+}^{\xi, \eta} \varphi(t)=0,
$$

has

$$
\begin{aligned}
\varphi(t)= & c_{1} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-1}+c_{2} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-2} \\
& +\cdots+c_{N} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-N} ; \quad c_{i} \in \mathbb{R}, i=1,2, \cdots, N
\end{aligned}
$$

as the unique solution.
Proof. Consider

$$
\begin{aligned}
\varphi(t)= & c_{1} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-1}+c_{2} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-2} \\
& +\cdots+c_{N} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-N}
\end{aligned}
$$

By Definition 1.4, we have

$$
\begin{aligned}
{ }^{A} \mathcal{D}_{0+}^{\xi, \eta} \varphi(t)= & c_{1} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)^{A} \mathcal{D}_{0+}^{\xi, \eta} \xi^{\xi+n \eta-1}+c_{2} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)^{A} \mathcal{D}_{0+}^{\alpha, \beta} t^{\alpha+n \beta-2} \\
& +\cdots+c_{N} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)^{A} \mathcal{D}_{0+}^{\xi, \eta} \eta^{\xi+n \eta-N}
\end{aligned}
$$

By using remark with $p=c_{i}, i=1,2, \cdots, N$, we have

$$
{ }^{A} \mathcal{D}_{0+}^{\xi, \eta} \varphi(t)=0 .
$$

From Lemma 2.2 and ${ }^{A} \mathcal{D}_{0+}^{\xi, \eta} \mathcal{I}_{0+}^{\xi, \eta} \varphi=\varphi$ for all $\varphi \in C(0,1) \cap L(0,1)$, we deduce the following:
Lemma 2.3. Let $\varphi \in L(0,1) \cap C(0,1)$ with a fractional differential operator involving modified analytic kernel that belonging $L(0,1) \cap C(0,1)$. Then

$$
{ }^{A} \mathcal{I}_{0+}^{\xi, \eta} \mathcal{D}_{0+}^{\xi, \eta} \varphi(t)=\varphi(t)+c_{1} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-1}+c_{2} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-2}
$$

$$
+\cdots+c_{N} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-N}
$$

for some $c_{i} \in \mathbb{R}, i=1,2, \cdots, N$.
Proof. Since

$$
\begin{aligned}
{ }^{A} \mathcal{D}_{0_{+}}^{\xi, \eta} \mathcal{I}_{0_{+}}^{\xi, \eta} \varphi(t) & =\varphi(t), \\
{ }^{A} \mathcal{D}_{0_{+}}^{\xi, \eta}\left({ }^{A} \mathcal{D}_{0_{+}}^{\xi, \eta} \mathcal{I}_{0_{+}}^{\xi, \eta} \varphi(t)\right) & ={ }^{A} \mathcal{D}_{0+}^{\xi, \eta} \varphi(t) .
\end{aligned}
$$

By using Lemma 2.2, we have

$$
\begin{aligned}
{ }^{A} \mathcal{D}_{0+}^{\xi, \eta}\left({ }^{A} \mathcal{D}_{0+}^{\xi, \eta} \mathcal{I}_{0+}^{\xi, \eta} \varphi(t)\right) & =0, \\
\left.{ }^{A} \mathcal{I}_{0+}^{\xi, \eta} \mathcal{D}_{0+}^{\xi, \eta}{ }^{A} \mathcal{D}_{0+}^{\xi, \eta} \mathcal{I}_{0+}^{\xi, \eta} \varphi(t)\right) & ={ }^{A} \mathcal{I}_{0+}^{\xi, \eta}(0),
\end{aligned}
$$

which can be written as

$$
\begin{aligned}
{ }^{A} \mathcal{I}_{0+}^{\xi, \eta} \mathcal{D}_{0+}^{\xi, \eta} \varphi(t)= & \varphi(t)+c_{1} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-1}+c_{2} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-2} \\
& +\cdots+c_{N} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-N}
\end{aligned}
$$

Now, we will construct the Green's function for the boundary value fractional differential problem with modified analytic kernel.

Lemma 2.4. Given $\psi \in C[0,1], 3<\xi \leq 4$ and $\eta>0$ be fixed, the unique solution of

$$
\begin{array}{r}
{ }^{A} \mathcal{D}_{0+}^{\xi, \eta} \varphi(t)=\psi(t), \quad 0<t<1, \\
\varphi(0)=\varphi^{\prime}(0)=\varphi(1)=\varphi^{\prime}(1)=0, \tag{2.2}
\end{array}
$$

is

$$
\varphi(t)=\int_{0}^{1} G(t, \omega) \psi(\omega) d \omega
$$

where

$$
G(t, \omega)=\left\{\begin{array}{cc}
{\left[\begin{array}{c}
\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(t-\omega)^{\xi+n \eta-1}+ \\
\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-2}(1-\omega)^{\xi+n \eta-2} \\
\times\{(\omega-t)+\omega(1-t)(\xi+n \eta-2)\}
\end{array}\right],} & 0 \leq \omega \leq t  \tag{2.3}\\
{\left[\begin{array}{c}
\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-2}(1-\omega)^{\xi+n \eta-2} \\
\times\{(\omega-t)+\omega(1-t)(\xi+n \eta-2)\}
\end{array}\right],} & t \leq \omega \leq 1 .
\end{array}\right.
$$

Proof. We apply Lemma 2.3 to reduce (2.1) to the following integral equation

$$
\begin{aligned}
\varphi(t)= & { }^{A} \mathcal{I}_{0+}^{\xi, \eta} \psi(t)-c_{1} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-1}-c_{2} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-2} \\
& -c_{3} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-3}-c_{4} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-4},
\end{aligned}
$$

for some $c_{i} \in \mathbb{R}$, where $i=1,2,3,4$. By (2.2), we have $c_{3}, c_{4}=0$ and

$$
\begin{aligned}
& c_{1}=-\frac{1}{\Re} \int_{0}^{1} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(1-\omega)^{\xi+n \eta-2}\{\omega(2-\xi-n \eta)-1\} \psi(\omega) d \omega \\
& c_{2}=-\frac{1}{\Re} \int_{0}^{1} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-1)(1-\omega)^{\xi+n \eta-2} \omega \psi(\omega) d \omega,
\end{aligned}
$$

where

$$
\begin{aligned}
\mathfrak{R} & =\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-1)-\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) \\
& =\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) .
\end{aligned}
$$

Therefore, unique solution of problem (2.1) with (2.2) is

$$
\begin{aligned}
\varphi(t)= & \int_{0}^{t} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(t-\omega)^{\xi+n \eta-1} \psi(\omega) d \omega \\
& +\int_{0}^{1} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-1}(1-\omega)^{\xi+n \eta-2}\{\omega(2-\xi-n \eta)-1\} \psi(\omega) d \omega \\
& +\int_{0}^{1} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-1) t^{\xi+n \eta-2}(1-\omega)^{\xi+n \eta-2} \omega \psi(\omega) d \omega \\
= & \int_{0}^{t} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(t-\omega)^{\xi+n \eta-1} \psi(\omega) d \omega \\
& +\int_{0}^{t} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-1}(1-\omega)^{\xi+n \eta-2}\{\omega(2-\xi-n \eta)-1\} \psi(\omega) d \omega \\
& +\int_{t}^{1} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-1}(1-\omega)^{\xi+n \eta-2}\{\omega(2-\xi-n \eta)-1\} \psi(\omega) d \omega \\
& +\int_{0}^{t} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-1) t^{\xi+n \eta-2}(1-\omega)^{\xi+n \eta-2} \omega \varphi(\omega) d \omega \\
& +\int_{t}^{1} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-1) t^{\xi+n \eta-2}(1-\omega)^{\xi+n \eta-2} \omega \psi(\omega) d \omega
\end{aligned}
$$

$$
\begin{aligned}
= & \int_{0}^{t}\left[\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(t-\omega)^{\xi+n \eta-1}+\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-2}\right. \\
& \left.\times(1-\omega)^{\xi+n \eta-2}\left(t \sum_{n=0}^{\infty}(\omega(2-\xi-n \eta)-1)+\sum_{n=0}^{\infty} \omega(\xi+n \eta-1)\right)\right] \\
& \times \psi(\omega) d \omega+\int_{t}^{1}\left[\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-2}(1-\omega)^{\xi+n \eta-2}\right. \\
& \left.\times\left(t \sum_{n=0}^{\infty}(\omega(2-\xi-n \eta)-1)+\sum_{n=0}^{\infty} \omega(\xi+n \eta-1)\right)\right] \psi(\omega) d \omega \\
= & \int_{0}^{t}\left[\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(t-\omega)^{\xi+n \eta-1}+\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-2}(1-\omega)^{\xi+n \eta-2}\right. \\
& \times\{(\omega-t)+\omega(1-t)(\xi+n \eta-2)\}] \psi(\omega) d \omega \\
& +\int_{t}^{1}\left[\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-2}(1-\omega)^{\xi+n \eta-2}\{(\omega-t)+\omega(1-t)(\xi+n \eta-2)\}\right] \\
& \times \psi(\omega) d \omega \\
= & \int_{0}^{1} G(t, \omega) \psi(\omega) d \omega .
\end{aligned}
$$

If we take $\eta=0$ and $a_{n}=1 /(\Gamma(\xi))^{2}$ in Lemma 2.4, then we have the unique solution of RL fractional differential boundary value problem [40].

Few important properties of Green's function of differential Problem 2.1 are crucial in the proof of our main result.

Lemma 2.5. The function $G(t, \omega)$ defined in (2.3), holds the following properties:
(i) $G(t, \omega)>0$;
(ii) $G(t, \omega)=G(1-\omega, 1-t)$;
(iii) $\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2)(t-t \omega)^{\xi+n \eta-2} \omega^{2}(1-t)^{2} \leq G(t, \omega) \leq M_{0} \omega^{2}(1-\omega)^{\xi+n \eta-2}$;
(iv) $\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2)(t-t \omega)^{\xi+n \eta-2} \omega^{2}(1-t)^{2} \leq G(t, \omega) \leq M_{0} t^{2}(1-t)^{\xi+n \eta-2}$, where $t, \omega \in(0,1)$ and $M_{0}=\max \left\{\sum_{n=0}^{\infty}(\xi+n \eta-2)^{2}, \sum_{n=0}^{\infty}(\xi+n \eta-1)\right\}$.

Proof.
(i) and (ii) Observing the expression of $G(t, \omega)$, it is clear that $G(t, \omega)>0$ and $G(t, \omega)=G(1-\omega, 1-t)$.
(iii) Consider $G(t, \omega)$ when $\omega \leq t$, we have

$$
G(t, \omega)=\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(t-\omega)^{\xi+n \eta-1}+\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-2}
$$

$$
\begin{align*}
& \times(1-\omega)^{\xi+n \eta-2}\{(\omega-t)+\omega(1-t)(\xi+n \eta-2)\} \\
= & \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(t-\omega)\left[(t-\omega)^{\xi+n \eta-2}-(t-t \omega)^{\xi+n \eta-2}\right] \\
& +\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(t-t \omega)^{\xi+n \eta-2} \omega(1-\omega)(\xi+n \eta-2) \\
\geq & \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(t-\omega)(t-t \omega)^{\xi+n \eta-3} \omega(t-1)(\xi+n \eta-2) \\
& +\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(t-t \omega)^{\xi+n \eta-2} \omega(1-\omega)(\xi+n \eta-2) \\
= & \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2)(t-t \omega)^{\xi+n \eta-3} \omega^{2}(1-t)^{2} \\
\geq & \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2)(t-t \omega)^{\xi+n \eta-2} \omega^{2}(1-t)^{2}, \tag{2.4}
\end{align*}
$$

where $\xi>3$ is used.
On the other hand $1-t \leq 1-\omega$ and for $\xi>3$, we have

$$
\begin{aligned}
G(t, \omega)= & \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(t-\omega)^{\xi+n \eta-1}+\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-2} \\
& \times(1-\omega)^{\xi+n \eta-2}\{(\omega-t)+\omega(1-t)(\xi+n \eta-2)\} \\
= & \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(t-\omega)\left[(t-\omega)^{\xi+n \eta-2}-(t-t \omega)^{\xi+n \eta-2}\right] \\
& +\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(t-t \omega)^{\xi+n \eta-2} \omega(1-t)(\xi+n \eta-2) \\
\leq & \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(t-\omega)^{\xi+n \eta-2} \omega(t-1)(\xi+n \eta-2) \\
& +\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(t-t \omega)^{\xi+n \eta-2} \omega(1-t)(\xi+n \eta-2) \\
= & \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) \omega(1-t)\left[(t-t \omega)^{\xi+n \eta-2}\right. \\
& \left.-(t-\omega)^{\xi+n \eta-2}\right] \\
\leq & \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) \omega^{2}(1-t)^{2}(t-t \omega)^{\xi+n \eta-3} \\
\leq & \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) \omega^{2}(1-\omega)^{\xi+n \eta-2}
\end{aligned}
$$

$$
\begin{equation*}
\leq \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) M_{0} \omega^{2}(1-\omega)^{\xi+n \eta-2} \tag{2.5}
\end{equation*}
$$

Now for $t \leq \omega$, we have

$$
\begin{equation*}
G(t, \omega)=\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-2}(1-\omega)^{\xi+n \eta-2}[(\omega-t)+\omega(1-t)(\xi+n \eta-2)] \tag{2.6}
\end{equation*}
$$

Since $\omega-t \geq 0$, we have (2.6) as

$$
\begin{align*}
G(t, \omega) & =\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-2}(1-\omega)^{\xi+n \eta-2} \omega(1-t)(\xi+n \eta-2) \\
& =\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) t^{\xi+n \eta-2}(1-\omega)^{\xi+n \eta-2} \omega^{2}(1-t)^{2} \tag{2.7}
\end{align*}
$$

On the other hand for $\xi>3$ and $t \leq \omega$, we have

$$
\begin{aligned}
G(t, \omega) & =\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-2}(1-\omega)^{\xi+n \eta-2}[(\omega-t)+\omega(1-t)(\xi+n \eta-2)] \\
& =\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-2}(1-\omega)^{\xi+n \eta-2}[\omega+\omega(\xi+n \eta-2)-t \omega(\xi+n \eta-2)-t] .
\end{aligned}
$$

Since $[-t \omega(\xi+n \eta-2)-t] \leq 0$ and $t \leq \omega$, by using these values in above, we have

$$
\begin{align*}
G(t, \omega) & \leq \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) t^{\xi+n \eta-2}(1-\omega)^{\xi+n \eta-2}[\omega+\omega(\xi+n \eta-2)] \\
& \leq \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta) \omega^{\xi+n \eta-2}(1-\omega)^{\xi+n \eta-2} \omega[\xi+n \eta-1] \\
& \leq \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-1) \omega^{\xi+n \eta-1}(1-\omega)^{\xi+n \eta-2} \\
& \leq M_{0} \omega^{\xi+n \eta-1}(1-\omega)^{\xi+n \eta-2}, \tag{2.8}
\end{align*}
$$

So, from (2.4)-(2.8), we get the result.
(iv) Since properties from (i)-(iii) holds, (iv) comes from (i) and (iii), the proof is complete.

Now onward, we assume $q(t)=t^{2}(1-t)^{\xi+n \eta-2}$ and $k(\tau)=\tau^{2}(1-\tau)^{\xi+n \eta-2}$, so we have $\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+$ $n \eta)(\xi+n \eta-2) k(\tau) q(t) \leq G(t, \tau) \leq M_{0} k(\tau)$.

Now, we will prove the existence of positive solutions for Problem 1.1 and gave the compatibility of solution with the help of graph. For ease, we first symbolize some expressions as follow:

$$
\psi_{0}=\lim \inf _{\mu \rightarrow 0+} \min _{x \in[0,1]} \frac{\psi(x, \mu)}{\mu}, \quad \psi^{0}=\lim \sup _{\mu \rightarrow 0+} \max _{x \in[0,1]} \frac{\psi(x, \mu)}{\mu},
$$

$$
\begin{aligned}
\psi_{\infty} & =\lim _{\mu \rightarrow+\infty} \inf _{x \in[0,1]} \frac{\psi(x, \mu)}{\mu}, \quad \psi^{\infty}=\lim \sup _{\mu \rightarrow+\infty} \max _{x \in[0,1]} \frac{\psi(x, \mu)}{\mu} \\
\bar{N} & =\left(\sum_{n=0}^{\infty}\left(a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q\left(1-\frac{2}{\xi}\right)\right)^{2} \int_{0}^{1} k(\omega) d \omega\right)^{-1} \\
\widetilde{N} & =\left(\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q\left(1-\frac{2}{\xi}\right) \sigma \int_{0}^{1} k(\omega) d \omega\right)^{-1}, \\
\sigma & =\min _{t \in\left[\frac{1}{4}, \frac{3}{4}\right]} \frac{\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q(t)}{M_{0}} \\
M & =\left(M_{0} \int_{0}^{1} k(\omega) d \omega\right)^{-1} .
\end{aligned}
$$

For the proof of main results, following hypothesis holds:
(P) $\psi:[0,1] \times[0, \infty) \rightarrow[0, \infty)$ is continuous.
$\left(H_{1}\right) \psi_{0}>\bar{N}, \psi_{\infty}>\widetilde{N}$;
$\left(H_{2}\right) \psi^{0}<M, \psi^{\infty}<M$;
$\left(H_{3}\right)$ There exists $p \in \mathbb{R}^{+}$in such a way that $0 \leq \mu \leq p$ and $0 \leq t \leq 1 \mathrm{imply} \psi(t, \mu)<M p ;$
$\left(H_{4}\right)$ There is a $p>0$ such that $\sigma p \leq \mu \leq p$ and $\frac{1}{4} \leq t \leq \frac{3}{4} \operatorname{imply} \psi(t, \mu)>\widetilde{N} \mu$.
Let $\varphi$ is the solution of Problem 1.1. Then

$$
\begin{equation*}
\varphi(t)=\int_{0}^{1} G(t, \omega) \psi(\omega, \varphi(\omega)) d \omega, \quad 0 \leq t \leq 1 \tag{2.9}
\end{equation*}
$$

Let $K$ be the cone in $E=C[0,1]$ defined by

$$
K=\left\{\varphi \in E: \varphi(t) \geq \frac{\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q(t)}{M_{0}}\|\varphi\|, t \in[0,1]\right\} .
$$

where $\|\varphi\|=\sup _{0 \leq t \leq 1}|\varphi(t)|$. Define an operator $A: K \rightarrow E$ as stated below:

$$
\begin{equation*}
(A \varphi)(t)=\int_{0}^{1} G(t, \omega) \psi(\omega, \varphi(\omega)) d \omega \tag{2.10}
\end{equation*}
$$

Then we have the following lemma.
Proposition 2.1. Let hypothesis $(\mathrm{P})$ holds. Then $A(K) \subset K$.
Proof. Using (2.10) and Lemma 2.5, we have

$$
\|A \varphi\| \leq \int_{0}^{1} M_{0} k(\omega) \psi(\omega, \varphi(\omega)) d \omega .
$$

Also, we have

$$
\begin{aligned}
(A \varphi)(t) & \geq \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q(t) \int_{0}^{1} k(\omega) \psi(\omega, \varphi(\omega)) d \omega \\
& \geq \sum_{n=0}^{\infty} \frac{a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q(t)}{M_{0}}\|A \varphi\| .
\end{aligned}
$$

Thus we have $A(K) \subset K$.
The following theorems are our main results.
Theorem 2.1. Let (P), $\left(H_{1}\right)$ and $\left(H_{3}\right)$ holds. Then Problem 1.1 has at least two positive solutions $\varphi_{1}$ and $\varphi_{2}$ with

$$
0<\left\|\varphi_{1}\right\|<p<\left\|\varphi_{2}\right\|,
$$

where $\|\varphi\|=\sup _{t \in[0,1]}|\varphi(t)|$.
Proof. Let $\left(H_{1}\right)$ is satisfied, then $\psi_{0}>\bar{N}$. Let $\epsilon>0$ and $0<r_{0}<p$ so that

$$
\begin{equation*}
\frac{\psi(t, \varphi)}{\varphi}-\epsilon \geq \bar{N} \Rightarrow \psi(t, \varphi) \geq(\bar{N}+\epsilon) \varphi, \quad \forall t \in[0,1], 0 \leq \varphi \leq r_{0} \tag{2.11}
\end{equation*}
$$

Let $r \in\left(0, r_{0}\right), \Omega_{r}=\{\varphi \in K:\|\varphi\|<r\}$. Then for $\varphi \in \partial \Omega_{r}$ we have

$$
\begin{equation*}
\frac{\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q(t)}{M_{0}} r \leq \varphi(t)<r, \tag{2.12}
\end{equation*}
$$

for $t \in[0,1]$, and so

$$
\begin{aligned}
(A \varphi)\left(1-\frac{2}{\xi}\right) & =\int_{0}^{1} G\left(1-\frac{2}{\xi}, \omega\right) \psi(\omega, \varphi(\omega)) d \omega \\
& \geq \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q\left(1-\frac{2}{\xi}\right) \int_{0}^{1} k(\omega) \psi(\omega, \varphi(\omega)) d \omega \\
& \geq \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q\left(1-\frac{2}{\xi}\right) \int_{0}^{1} k(\omega)(\bar{N}+\epsilon) \varphi(\omega) d \omega \\
& \geq \sum_{n=0}^{\infty} \frac{\left(a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q\left(1-\frac{2}{\xi}\right)\right)^{2}}{M_{0}}(\bar{N}+\epsilon) r \int_{0}^{1} k(\omega) d \omega \\
& >\sum_{n=0}^{\infty} \frac{\left(a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q\left(1-\frac{2}{\xi}\right)\right)^{2}}{M_{0}}(\bar{N}) r \int_{0}^{1} k(\omega) d \omega \\
& =r=\|\varphi\|,
\end{aligned}
$$

thus, we have $\|A \varphi\|>r$, for $\varphi \in \partial \Omega_{r}$. On the other hand, since $\psi_{\infty}>\widetilde{N}\left(\right.$ from $\left(H_{1}\right)$ ), there exist $\epsilon>0$ and $H>0$ in such a way that

$$
\begin{equation*}
\frac{\psi(t, \varphi)}{\varphi}-\epsilon \geq \widetilde{N} \Rightarrow \psi(t, \varphi) \geq(\widetilde{N}+\epsilon) \varphi, \quad \forall t \in[0,1], u \geq H \tag{2.13}
\end{equation*}
$$

Choose $R>R_{0}=\max \left\{\frac{H}{\sigma}, p\right\}$. Let $\Omega_{R}=\{\varphi \in K \mid\|\varphi\|<R\}, \varphi \in \partial \Omega_{R}$. Since $\varphi(t) \geq \sigma\|\varphi\|>H$ for $t \in\left[\frac{1}{4}, \frac{3}{4}\right]$, from (2.13) we see that

$$
\begin{aligned}
(A \varphi)\left(1-\frac{2}{\xi}\right) & =\int_{0}^{1} G\left(1-\frac{2}{\xi}, \omega\right) \psi(\omega, \varphi(\omega)) d \omega \\
& \geq \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q\left(1-\frac{2}{\xi}\right) \int_{0}^{1} k(\omega) \psi(\omega, \varphi(\omega)) d \omega \\
& \geq \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q\left(1-\frac{2}{\xi}\right) \int_{0}^{1} k(\omega)(\widetilde{N}+\epsilon) \varphi(\omega) d \omega \\
& \geq \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q\left(1-\frac{2}{\xi}\right)(\widetilde{N}+\epsilon) \sigma R \int_{\frac{1}{4}}^{\frac{3}{4}} k(\omega) d \omega \\
& >\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q\left(1-\frac{2}{\xi}\right)(\widetilde{N}) R \sigma \int_{\frac{1}{4}}^{\frac{3}{4}} k(\omega) d \omega \\
& =R=\|\varphi\| .
\end{aligned}
$$

which implies that $\|A \varphi\|>R$, for $\varphi \in \partial \Omega_{R}$. Let $\left(H_{3}\right)$ holds. Let $\Omega_{p}=\{\varphi \in K \mid\|\varphi\|<p\}$. For $\varphi \in \partial \Omega_{p}$, we have

$$
\begin{equation*}
\psi(t, \varphi(t))<M p, \quad \forall t \in[0,1] . \tag{2.14}
\end{equation*}
$$

so we have

$$
\begin{aligned}
\|A \varphi\| & \leq \int_{0}^{1} M_{0} k(\omega) \psi(\omega, \varphi(\omega)) d \omega \\
& <M p \int_{0}^{1} M_{0} k(\omega) d \omega \\
& =p=\|\varphi\| .
\end{aligned}
$$

Therefore, $0<r<p<R$, by Lemma 1.1, we have $0 \leq\left\|\varphi_{1}\right\| \leq p \leq\left\|\varphi_{2}\right\|$.
Corollary 2.1. If $\left(H_{1}\right)$ is replaced by following inequality $\left(H_{1}^{*}\right)$, conclusion of Theorem 2.1 holds.

$$
\left(H_{1}^{*}\right) \quad \psi_{0}=\infty, \quad \psi_{\infty}=\infty .
$$

Proof. Assume $\psi_{0}=\infty$, i.e.,

$$
\lim \inf _{\varphi \rightarrow 0+} \min _{t \in[0,1]} \frac{\psi(t, \varphi)}{\varphi}=\infty
$$

Then for every $0<r_{0}<p$, there exist $\bar{N}>0$, in such a way that for all $\varphi \in K$ with $\varphi(t) \geq \sigma\|\varphi\|>\bar{N}$ and for any $\epsilon>0$, we have

$$
\psi(t, \varphi) \geq(\bar{N}+\epsilon) \varphi, \quad \forall t \in[0,1], \quad \varphi \geq \bar{N}
$$

Assume $r \in\left(0, r_{0}\right), \Omega_{r}=\{\varphi \in K \mid\|\varphi\|<r\}$. Then for $\varphi \in \partial \Omega_{r}$, we have
$\frac{\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q(t)}{M_{0}} r \leq \varphi(t) \leq r$ for $t \in[0,1]$. So, for

$$
(A \varphi)\left(1-\frac{2}{\xi}\right)=\int_{0}^{1} G\left(1-\frac{2}{\xi}, \omega\right) \psi(\omega, u(\omega)) d \omega>r
$$

Similarly, for $\psi_{\infty}=\infty$, we must have $\epsilon>0$ and $\widetilde{N}>0$, we have

$$
\psi(t, \varphi(t)) \geq(\widetilde{N}+\epsilon) u, \quad \forall t \in[0,1], \varphi \geq \widetilde{N} .
$$

Choosing $R>\max \left\{\frac{\widetilde{N}}{\sigma}, p\right\}$. Assume $\Omega_{R}=\{\varphi \in K| | \varphi \|<R\}$. Also by definition of cone and limit of the function we have, $\varphi(t) \geq \sigma\|\varphi\|>\widetilde{N}$ for $t \in\left[\frac{1}{4}, \frac{3}{4}\right]$. So we have

$$
(A \varphi)\left(1-\frac{2}{\xi}\right)=\int_{0}^{1} G\left(1-\frac{2}{\xi}, \omega\right) \psi(\omega, \varphi(\omega)) d \omega>R
$$

which completes the proof.
Theorem 2.2. Suppose that the hypothesis $(P),\left(H_{2}\right)$ and $\left(H_{4}\right)$ holds. Then Problem 1.1 has at least two positive solutions $\varphi_{1}$ and $\varphi_{2}$ satisfying the following inequality

$$
0<\left\|\varphi_{1}\right\|<p<\left\|\varphi_{2}\right\| .
$$

Proof. Let $\left(H_{2}\right)$ is satisfied. Since $\psi^{0}<M$, there exists $\epsilon>0$ and $0<r_{0}<p$, thus we have

$$
\psi(t, \varphi) \leq(M-\epsilon) \varphi, \quad \forall t \in[0,1], 0 \leq \varphi \leq r_{0} .
$$

Let $r \in\left(0, r_{0}\right), \Omega_{r}=\{\varphi \in K \mid\|\varphi\|<r\}$. Then for $\varphi \in \partial \Omega_{r}$, we have $\sum_{n=0}^{\infty} \frac{a_{n} \Gamma(\xi+n \eta)}{M_{0}} q(t) r \leq \varphi(t) \leq r$, for $t \in[0,1]$ and so

$$
\begin{aligned}
(A \varphi)(t) & =\int_{0}^{1} G(t, \omega) \psi(\omega, \varphi(\omega)) d \omega \\
& \leq \int_{0}^{1} M_{0} k(\omega) \psi(\omega, \varphi(\omega)) d \omega \\
& \leq \int_{0}^{1} M_{0} k(\omega)(M-\epsilon) \varphi(\omega) d \omega \\
& \leq \int_{0}^{1} M_{0} k(\omega)(M-\epsilon) r d \omega \\
& <r M\left(\int_{0}^{1} M_{0} k(\omega) d \omega\right) \\
& =r=\|\omega\| .
\end{aligned}
$$

From which we see that $\|A \varphi\|<r$ for $\varphi \in \partial \Omega_{r}$.
Also from $\left(H_{2}\right), \psi^{\infty}<M$, there exists $\epsilon>0$ and $H>0$ in such a way that

$$
\begin{equation*}
\psi(t, \varphi) \leq(M-\epsilon) \varphi, \quad \forall t \in[0,1], \varphi \geq H . \tag{2.15}
\end{equation*}
$$

If $\max _{t \in[0,1]} \psi(t, \varphi)$ is unbounded for $\varphi \geq H$, then we choose $R>r+p$, which implies

$$
\begin{equation*}
\psi(t, \varphi) \leq \max _{t \in[0,1]} \psi(t, R), \quad \forall u \in(0, R], \quad t \in[0,1] . \tag{2.16}
\end{equation*}
$$

For $\varphi \in K$ with norm $\|\varphi\|=R$, from (2.15) and (2.16), we have

$$
\begin{aligned}
(A \varphi)(t) & =\int_{0}^{1} G(t, \omega) \psi(\omega, \varphi(\omega)) d \omega \\
& \leq \int_{0}^{1} M_{0} k(\omega) \psi(\omega, \varphi(\omega)) d \omega \\
& \leq \int_{0}^{1} M_{0} k(\omega)(M-\epsilon) \varphi(\omega) d \omega \\
& \leq \int_{0}^{1} M_{0} k(\omega)(M-\epsilon) R d \omega \\
& <R M\left(\int_{0}^{1} M_{0} k(\omega) d \omega\right) \\
& =R=\|\varphi\| .
\end{aligned}
$$

Also if $\max _{t \in[0,1]} \psi(t, \varphi)$ be bounded on nonnegative real interval, say

$$
\begin{equation*}
\psi(t, \varphi) \leq L, \quad \forall \varphi \geq 0, t \in[0,1] . \tag{2.17}
\end{equation*}
$$

On the other hand, we assume $R>p+\frac{L}{M}$, for $\varphi \in K$ with $\|\varphi\|=R$, from (2.17), we have

$$
\begin{aligned}
(A \varphi)(t) & =\int_{0}^{1} G(t, \omega) \psi(\omega, \varphi(\omega)) d \omega \\
& \leq \int_{0}^{1} M_{0} k(\omega) \psi(\omega, \varphi(\omega)) d \omega \\
& \leq \int_{0}^{1} M_{0} k(\omega) L d \omega \\
& \leq \frac{L}{M}<R=\|\varphi\| .
\end{aligned}
$$

Thus, in either case, we may put $\Omega_{R}=\{\varphi \in K \mid\|\varphi\|<R\}$ and we have $\|A \varphi\|<\|\varphi\|$ for all $\varphi \in \partial \Omega_{R}$. Now suppose that $\left(H_{4}\right)$ holds. For any $\varphi \in \partial \Omega_{p}$. Since $\sigma p \leq \varphi(t) \leq p$ for $t \in\left[\frac{1}{4}, \frac{3}{4}\right]$, we have

$$
\psi(t, \varphi(t))>\tilde{N} \varphi, \quad \forall t \in\left[\frac{1}{4}, \frac{3}{4}\right],
$$

and so

$$
\begin{aligned}
(A \varphi)\left(1-\frac{2}{\xi}\right) & =\int_{0}^{1} G\left(1-\frac{2}{\xi}, \omega\right) \psi(\omega, \varphi(\omega)) d \omega \\
& \geq \int_{\frac{1}{4}}^{\frac{3}{4}} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q\left(1-\frac{2}{\xi}\right) k(\omega) \psi(\omega, \varphi(\omega)) d \omega
\end{aligned}
$$

$$
\begin{aligned}
& >\int_{\frac{1}{4}}^{\frac{3}{4}} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q\left(1-\frac{2}{\xi}\right) k(\omega) \tilde{N} \varphi(\omega) d \omega \\
& >\int_{\frac{1}{4}}^{\frac{3}{4}} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q\left(1-\frac{2}{\xi}\right) k(\omega) \tilde{N} \sigma p d \omega \\
& =p \tilde{N}\left(\int_{\frac{1}{4}}^{\frac{3}{4}} \sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q\left(1-\frac{2}{\xi}\right) k(\omega) \sigma d \omega\right) \\
& =p=\|\varphi\|,
\end{aligned}
$$

which implies that $\|A \varphi\|>p$ for $\varphi \in \partial \Omega_{p}$. Thus, by (i) and (ii) of Lemma 1.1, we complete the proof.
Corollary 2.2. If ( $H_{2}^{*}$ ) is used in place of $\left(H_{2}\right)$, the conclusion of Theorem 2.2 still holds.

$$
\begin{equation*}
\psi^{0}=0, \quad \psi^{\infty}=0 . \tag{2}
\end{equation*}
$$

Theorem 2.3. Let hypothesis ( P ) and the following condition holds:

$$
\psi_{0}>\bar{N}, \quad \psi^{\infty}<M
$$

Then there exists at least one positive solution for fractional differential Problem 1.1.
Corollary 2.3. Let hypothesis ( P ) and the equalities stated below holds:

$$
\psi_{0}=\infty, \quad \psi^{\infty}=0
$$

Then there exists at least one positive solution for fractional differential Problem 1.1.
Theorem 2.4. Let hypothesis ( P ) and the following condition holds:

$$
\psi^{0}<M, \quad \psi_{\infty}<\widetilde{N}
$$

Then there exists at least one positive solution for fractional differential Problem 1.1.
Corollary 2.4. Assume that ( P ) and the following condition holds:

$$
\psi^{0}=0, \quad \psi_{\infty}=\infty .
$$

Then Problem 1.1 has at least one positive solution.
Example 2.1. Consider boundary value fractional differential problem with homogeneous conditions as

$$
\begin{align*}
& { }^{A} \mathcal{D}_{0+}^{3.51 .5} \varphi(t)=\varphi^{a}(t)+\varphi^{b}(t), \quad 0<a<1<b, 0<t<1,  \tag{2.18}\\
& \varphi(0)=\varphi(1)=\varphi^{\prime}(0)=\varphi^{\prime}(1)=0 .
\end{align*}
$$

Then there exists at least two positive solutions $\varphi_{1}$ and $\varphi_{2}$ with

$$
0<\left\|\varphi_{1}\right\|<1<\left\|\varphi_{2}\right\| .
$$

Proof. Set $\psi(t, \varphi)=\varphi^{a}+\varphi^{b}$ and note that

$$
\liminf _{\varphi \rightarrow 0+} \min _{t \in[0,1]} \frac{\psi(t, \varphi)}{\varphi}=\infty, \quad \liminf _{\varphi \rightarrow+\infty} \min _{t \in[0,1]} \frac{\psi(t, \varphi)}{\varphi}=\infty .
$$

So $\left(H_{1}^{*}\right)$ holds, $(P)$ holds. Also note for $n=1$, we have

$$
M=\left(\int_{0}^{1} M_{0} k(\omega) d \omega\right)^{-1}=\left(\frac{11.25}{60}\right)^{-1} \approx 5.33
$$

Since $p=1$ such that $0 \leq \varphi \leq 1$, which implies

$$
\psi(t, \varphi) \leq 2<M=M p .
$$

Thus, $\left(H_{3}\right)$ holds. So, by using Corollary 2.1 , the proof is completed.
Example 2.2. Consider the differential problem

$$
\begin{align*}
& { }^{A} D_{0+}^{3.5,1.3} \varphi(t)=\left(t e^{-2 t}+16\right) \varphi^{a}(t), \quad a>1,0<t<1,  \tag{2.19}\\
& \varphi(0)=\varphi(1)=\varphi^{\prime}(0)=\varphi^{\prime}(1)=0 .
\end{align*}
$$

Then there exists at least two positive solutions $\varphi_{1}$ and $\varphi_{2}$ with

$$
0<\left\|\varphi_{1}\right\|<1<\left\|\varphi_{2}\right\| .
$$

Proof. Consider $\psi(t, \varphi)=\left(t e^{-2 t}+16\right) \varphi^{a}(t)$. Then we have

$$
\limsup _{\varphi \rightarrow 0+} \max _{t \in[0,1]} \frac{\psi(t, \varphi)}{\varphi}=0, \quad \limsup _{\varphi \rightarrow+\infty} \max _{t \in[0,1]} \frac{\psi(t, \varphi)}{\varphi}=0 .
$$

Therefore, $\left(H_{2}^{*}\right)$ holds and for $n=2$, we have

$$
\begin{aligned}
& \widetilde{N}=\left(\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q\left(1-\frac{2}{\xi}\right) \sigma \int_{0}^{1} k(\omega) d \omega\right)^{-1} \approx\left(7 \times 10^{-6}\right)^{-1} \\
& \sigma=\min _{t \in\left[\frac{1}{4}, \frac{3}{4}\right]} \frac{\sum_{n=0}^{\infty} a_{n} \Gamma(\xi+n \eta)(\xi+n \eta-2) q(t)}{M_{0}} \approx 0.0015 .
\end{aligned}
$$

Since $p=1$ such that $0.0015 \leq \varphi^{a} \leq 1$ and $\frac{1}{4} \leq t \leq \frac{3}{4} \operatorname{implies} \psi(t, \varphi)>\widetilde{N} \varphi$. Then by Corollary 2.2, the result holds.

The following Figure 1 represents the Green's function for Problem 2.19 with $t=0.5$.


Figure 1. Green's function for $n=2$.

In Figure 2, we take $t=0.5, \xi=4, \eta=0$ for Green's function of ordinary differential equation, and $t=0.5, \xi=3.9, \eta=0.5$ with radius of convergence $R>1, a_{n}=(0.7)^{n+1} / \Gamma(3.9+0.5 n)$ and $n$ varies from 0 to 5 , for RL fractional differential operator, fractional differential operator with analytic kernel and fractional differential operator with modified analytic kernel. All the Green's functions with different definition of differential operator are compatible.


Figure 2. Green's function of ODE, fractional differential problem with RL operator, analytic kernel and modified analytic kernel.

## 3. Conclusions

The Green's function for a type of boundary value fractional problems with modified kernel and homogeneous conditions has been built along with interesting properties. Using Krasnoselskii fixed point theorem, existence result for fractional differential boundary value problem with modified analytic kernel is also established. A specific example is also provided to explain existence result and to show all the Green's function with different definitions of kernels are compatible.
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