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#### Abstract

The purpose of this paper is twofold. The first goal is to provide a simple and constructive proof of Korn inequalities in half-space with weighted norms. The proof leads to explicit values of the constants. The second objective is to use these inequalities to show that the linear elasticity system in half-space admits a coercive variational formulation. This formulation corresponds to the physical case in which the solution is evanescent at infinity.
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## 1. Introduction

In this paper, we consider the linear elasticity equations in the half-space of $\mathbb{R}^{n}$ (see e.g., $[1,2]$ )

$$
\left\{\begin{align*}
-\sum_{j=1}^{n} \frac{\partial \sigma_{i, j}(\boldsymbol{u})}{\partial x_{j}} & =f_{i} \quad \text { in } \mathbb{R}_{+}^{n}, i=1, \ldots, n,  \tag{1.1}\\
\boldsymbol{u} & =\boldsymbol{g} \quad \text { at } x_{n}=0,
\end{align*}\right.
$$

where $\mathbb{R}_{+}^{n}=\left\{\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} ; x_{n}>0\right\}$ is the upper half-space of $\mathbb{R}^{n}, \boldsymbol{f}=\left(f_{1}, \ldots, f_{n}\right)$ is the body force and $\boldsymbol{g}$ is a prescribed displacement on the boundary $x_{n}=0$. The stress tensor $\left(\sigma_{i, j}\right)$ is related to the strain tensor $\left(\boldsymbol{\varepsilon}_{i, j}\right)$ by the constitutive relation

$$
\begin{equation*}
\sigma_{i, j}(\boldsymbol{u})=\lambda(\operatorname{div} \boldsymbol{u}) \delta_{i, j}+2 \mu \boldsymbol{\varepsilon}_{i, j}(\boldsymbol{u}), 1 \leq i, j \leq n, \tag{1.2}
\end{equation*}
$$

with

$$
\begin{equation*}
\boldsymbol{\varepsilon}_{i, j}(\boldsymbol{u})=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right), 1 \leq i, j \leq n . \tag{1.3}
\end{equation*}
$$

Here $\lambda>0$ and $\mu>0$ denote the Lamé coefficients.

Many difficulties arising in studying the system (1.1) are due to the unboundedness of the domain $\mathbb{R}_{+}^{n}$ and of its boundary $\left\{x_{n}=0\right\}$. Moreover, system (1.1) must be completed with an asymptotic condition on $\boldsymbol{u}$ at large distances, that is when $|\boldsymbol{x}| \longrightarrow+\infty$. Qualitatively speaking, besides boundary conditions we shall further require that

$$
\lim _{|x| \rightarrow+\infty}|\boldsymbol{u}(\boldsymbol{x})|=0 .
$$

As in the case of a bounded domain (see, e.g., [1,2]), the study of the problem (1.1) is intimately related to Korn's inequalities

$$
\left\|\frac{\boldsymbol{w}}{\langle x\rangle}\right\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)^{n}}, \quad\|\nabla \boldsymbol{w}\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)^{n^{2}}} \leq C\|\boldsymbol{\varepsilon}(\boldsymbol{w})\|_{L^{2}\left(\mathbb{R}_{+}^{n} n^{n^{2}}\right.}
$$

In [4-6], generalizations of the Korn and Hardy inequalities were established for bounded domains and for various classes of unbounded domains and these inequalities were used to study the boundary value problem for the elasticity system under the assumption that the energy (Dirichlet) integral is finite. In [7-12], the uniqueness of the solution to the boundary value problems for the elasticity system and the biharmonic (polyharmonic) equation was investigated for a wide classe of unbounded domains with finite weighted energy (Dirichlet) integral and the dimension of the space of solutions was obtained.

In the approach we adopt here, we will propose a constructive proof of Korn's inequalities giving explicit values of the constants (see Proposition 3.1 below). For a non-constructive proof, the reader can refer to [1] and references therein. In particular, although we do not adopt this approach here, one could extend the proof based on the identity (see $[1,3]$ ):

$$
\frac{\partial^{2} w_{i}}{\partial x_{k} \partial x_{j}}=\frac{\partial(\boldsymbol{\varepsilon}(\boldsymbol{w}))_{i, k}}{\partial x_{j}}+\frac{\partial(\boldsymbol{\varepsilon}(\boldsymbol{w}))_{i, j}}{\partial x_{k}}-\frac{\partial(\boldsymbol{\varepsilon}(\boldsymbol{w}))_{j, k}}{\partial x_{i}} \text { for } 1 \leq i, j, k \leq 3 .
$$

Concerning the system (1.1) we shall employ weighted function spaces to clarify what is going on in the remote regions of $\mathbb{R}^{n}$. Our approach is inspired from [13-22] where these spaces were used with success for studying the Poisson equation and the Stokes system in the whole space and in the halfspace. Here, we prove on the one hand that the system (1.1) completed with asymptotic conditions is well posed in adequate function spaces. On the other hand, we give a regularity result by using a reflection principle which enables to use some isomorphism properties of the Laplace operator in the whole space. Explicit estimate on the solution are also given.

What remains of this paper is organized as follows. In Section 2, we give some basic definitions and notations concerning weighted Sobolev spaces. In Section 3, we state the main results and we outline proofs. The use of a weighted Korn inequality and a reflection principle are at the heart of our approach.

## 2. Preliminaries

Throughout, given a point $\boldsymbol{x}=\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ of $\mathbb{R}^{n}$, we write

$$
\boldsymbol{x}^{\prime}=\left(x_{1}, \ldots, x_{n-1}\right),|x|=\left(x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}\right)^{1 / 2} \text { and }\langle x\rangle=\left(1+|\boldsymbol{x}|^{2}\right)^{1 / 2} .
$$

Notice that for any $\lambda=\left(\lambda_{1}, \cdots, \lambda_{n}\right) \in \mathbb{N}^{n}$ and $s \in \mathbb{R}$, one has

$$
\left|D^{\lambda}\langle x\rangle^{s}\right| \leq C\langle x\rangle^{s-|\lambda|},
$$

for a constant $C>0$, depending only on $\lambda$ and $s$. Here $D^{\lambda}$ denotes the usual derivation operator $D^{\lambda}=\partial_{1}^{\lambda_{1}} \partial_{2}^{\lambda_{2}} \cdots \partial_{n}^{\lambda_{n}}$ and $|\lambda|=\lambda_{1}+\cdots+\lambda_{n}$. The upper and lower half-spaces of $\mathbb{R}^{n}$ are

$$
\mathbb{R}_{+}^{n}=\left\{\boldsymbol{x} \in \mathbb{R}^{n} ; x_{n}>0\right\}, \mathbb{R}_{-}^{n}=\left\{\boldsymbol{x} \in \mathbb{R}^{n} ; x_{n}<0\right\} .
$$

Their common boundary is the hyperplane

$$
\Sigma=\left\{\boldsymbol{x} \in \mathbb{R}^{n} ; x_{n}=0\right\} \equiv \mathbb{R}^{n-1} .
$$

Denote by $\mathbb{S}^{n}$ the unit sphere of $\mathbb{R}^{n}$ and set

$$
\mathbb{S}_{n-1}^{+}=\left\{\boldsymbol{x} \in \mathbb{S}^{n} ; x_{n}>0\right\} .
$$

By $L^{2}\left(\mathbb{R}_{+}^{n}\right)$ we mean the usual Lebesgue space of real measurable and square integrable functions over $\mathbb{R}_{+}^{n}$. We denote by $\|.\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)}$, the corresponding norm, that is

$$
\|w\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)}=\left(\int_{\mathbb{R}_{+}^{n}}|w|^{2} d x\right)^{1 / 2}
$$

The symbols $\langle., .\rangle_{\mathbb{R}_{+}^{n}}$ and $\langle., .\rangle_{\Sigma}$, or more simply $\langle.,$.$\rangle will be used to designate various duality pairing on$ $\mathbb{R}_{+}^{n}$ and on $\Sigma$.
We are now in position to introduce a family of weighted spaces we use here (see, e.g., Hanouzet [23], Giroire [13,24] and Boulmezaoud [15,16]). For each integer $m \geq 0$ and each real $\theta \in \mathbb{R}, W_{\theta}^{m}\left(\mathbb{R}_{+}^{n}\right)$ stands for the space of -class of- measurable functions on $\mathbb{R}_{+}^{n}$ satisfying

$$
\forall|\lambda| \leq m, \int_{\mathbb{R}_{+}^{n}}\left(1+|x|^{2}\right)^{\theta-m+|\lambda|}\left|D^{\lambda} w\right|^{2} d x<\infty .
$$

Naturally, the corresponding norm is

$$
\|w\|_{W_{\theta}^{m}\left(\mathbb{R}_{+}^{n}\right)}=\left(\sum_{0 \leq|\lambda| \leq m} \int_{\mathbb{R}_{+}^{n}}\left(1+|\boldsymbol{x}|^{2}\right)^{\theta-m+|\lambda|}\left|D^{\lambda} w\right|^{2} d x\right)^{1 / 2}
$$

Endowed with this latter norm, $W_{\theta}^{m}\left(\mathbb{R}_{+}^{n}\right)$ is a Banach space. We obviously have the continuous embeddings

$$
W_{\theta}^{m}\left(\mathbb{R}_{+}^{n}\right) \subset W_{\theta-1}^{m-1}\left(\mathbb{R}_{+}^{n}\right) \subset \cdots \subset W_{\theta-m}^{0}\left(\mathbb{R}_{+}^{n}\right)
$$

Notice that the mapping $u \in W_{\theta}^{m}\left(\mathbb{R}_{+}^{n}\right) \rightarrow\langle x\rangle^{s} u \in W_{\theta-s}^{m}\left(\mathbb{R}_{+}^{n}\right), s \in \mathbb{R}$, is an isomorphism. Moreover, the mapping $u \in W_{\theta}^{m}\left(\mathbb{R}_{+}^{n}\right) \rightarrow D^{\lambda} u \in W_{\theta}^{m-|\lambda|}\left(\mathbb{R}_{+}^{n}\right),|\lambda| \leq m$, is continuous.
Set ${ }_{\theta}^{m}\left(\mathbb{R}_{+}^{n}\right)$ the closure of $\mathscr{D}\left(\mathbb{R}_{+}^{n}\right)$ in $W_{\theta}^{m}\left(\mathbb{R}_{+}^{n}\right)$ and set $W_{-\theta}^{-m}\left(\mathbb{R}_{+}^{n}\right)$ its dual. We can also consider the boundary space $W_{0}^{1 / 2}(\Sigma)$ composed of all distributions $z \in \mathscr{D}^{\prime}(\Sigma)=\mathscr{D}^{\prime}\left(\mathbb{R}^{n-1}\right)$ such that $\langle x\rangle^{-1 / 2} z \in L^{2}(\Sigma)$ and

$$
\int_{0}^{\infty} t^{-2} \int_{\Sigma}\left|z\left(\boldsymbol{x}+t \boldsymbol{e}_{i}\right)-z(\boldsymbol{x})\right|^{2} d x d t<\infty, \quad \forall i=1,2, \ldots, n-1
$$

This space is equipped with the norm

$$
\|z\|_{W_{0}^{1 / 2}(\Sigma)}=\left(\int_{\Sigma} \frac{|z|^{2}}{\langle x\rangle} d x+\sum_{i=1}^{n-1} \int_{\mathbb{R}_{+} \times \Sigma} t^{-2}\left|z\left(\boldsymbol{x}+t \boldsymbol{e}_{i}\right)-z(\boldsymbol{x})\right|^{2} d x d t\right)^{\frac{1}{2}}
$$

For later use, we also need the space

$$
W_{0}^{3 / 2}(\Sigma)=\left\{z \in W_{-1 / 2}^{1}(\Sigma), \quad \frac{\partial z}{\partial x_{i}} \in W_{0}^{1 / 2}(\Sigma), \text { for } i \leq n-1\right\},
$$

endowed with the norm

$$
\|z\|_{W_{0}^{3 / 2}(\Sigma)}=\left(\|z\|_{W_{-1 / 2}^{1}(\Sigma)}^{2}+\sum_{i=1}^{n-1}\left\|\frac{\partial z}{\partial x_{i}}\right\|_{W_{0}^{1 / 2}(\Sigma)}^{2}\right)^{1 / 2} .
$$

Lastly, consider the space

$$
W_{1}^{3 / 2}(\Sigma)=\left\{z \in \mathscr{D}^{\prime}(\Sigma) ;\langle x\rangle z \in W_{0}^{3 / 2}(\Sigma)\right\}
$$

endowed with the norm

$$
\|u\|_{W_{1}^{3 / 2}(\Sigma)}=\|\langle x\rangle u\|_{W_{0}^{3 / 2}(\Sigma)} .
$$

Hanouzet [23] proved that the trace map

$$
\gamma_{0} \quad: \quad \mathscr{D}\left(\overline{\mathbb{R}_{+}^{n}}\right) \rightarrow \mathscr{D}(\Sigma),
$$

defined by

$$
\gamma_{0}(u)(\boldsymbol{x})=u\left(\boldsymbol{x}^{\prime}, 0\right)
$$

can be extended by continuity to a linear continuous mapping (still denoted by $\gamma_{0}$ ) from $W_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)$ into $W_{0}^{1 / 2}(\Sigma)$. Moreover, $\gamma_{0}$ is onto and ker $\gamma_{0}=\dot{W}_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)$. Similary, the map

$$
\gamma_{1}: \quad \mathscr{D}\left(\overline{\mathbb{R}_{+}^{n}}\right) \rightarrow \mathscr{D}(\Sigma) \times \mathscr{D}(\Sigma),
$$

defined as

$$
\gamma_{1}(u)(\boldsymbol{x})=\left(u\left(\boldsymbol{x}^{\prime}, 0\right), \frac{\partial u}{\partial x_{n}}\left(\boldsymbol{x}^{\prime}, 0\right)\right)
$$

can also be extended to a linear continuous operator from $W_{1}^{2}\left(\mathbb{R}_{+}^{n}\right)$ onto $W_{1}^{3 / 2}(\Sigma) \times W_{1}^{1 / 2}(\Sigma)$. It is worth noting that the definition of $W_{\theta}^{s}\left(\mathbb{R}^{n}\right)$ can be extended to all real numbers $s$ (see [23]). This extension is unnecessary here, except when $s=1 / 2$ or $s=3 / 2$.

## 3. The main result

Before dealing with system (1.1), we state the following result concerning the Korn's type inequalities in the half-space, but with explicitly given constants.
Proposition 3.1. Assume that $n \geq 3$. The following inequalities hold for each $\boldsymbol{w} \in \dot{W}_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)^{n}$ :

$$
\begin{align*}
\left\|\frac{\boldsymbol{w}}{\langle x\rangle}\right\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)^{n}} & \leq \frac{2 \sqrt{2}}{n-2}\|\boldsymbol{\varepsilon}(\boldsymbol{w})\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)^{n^{2}}},  \tag{3.1}\\
\|\nabla \boldsymbol{w}\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)^{n^{2}}} & \leq \sqrt{2}\|\boldsymbol{\varepsilon}(\boldsymbol{w})\|_{L^{2}\left(\mathbb{R}_{+}^{n} n^{2}\right.},  \tag{3.2}\\
\|\operatorname{div} \boldsymbol{w}\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)} & \leq\|\boldsymbol{\varepsilon}(\boldsymbol{w})\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)^{n^{2}}} . \tag{3.3}
\end{align*}
$$

In particular, the semi-norm $\boldsymbol{w} \in \stackrel{\circ}{W}_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)^{n} \longrightarrow\|\boldsymbol{\varepsilon}(\boldsymbol{w})\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)^{n}}$ is a norm on $\stackrel{\circ}{W}_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)^{n}$ equivalent to the norm $\|.\|_{W_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)^{n}}$.
Remark 3.2. Inequalities (3.2) and (3.3) remain valid when $n=1$ or $n=2$. On the other hand, when $n=1$, inequality (3.1) is no longer valid because the constant vector functions belong to $\stackrel{\circ}{0}_{0}^{1}\left(\mathbb{R}_{+}\right)$.

Proof. Let $\boldsymbol{\varphi} \in \mathscr{D}\left(\mathbb{R}_{+}^{n}\right)^{n}$. By Green's formula, we have

$$
\begin{aligned}
\sum_{k, j=1}^{n} \int_{\mathbb{R}^{n}} \frac{\partial \varphi_{j}}{\partial x_{k}} \varphi_{j} \frac{x_{k}}{\langle x\rangle^{2}} d x & =-\frac{1}{2} \sum_{k, j=1}^{n} \int_{\mathbb{R}^{n}} \frac{\varphi_{j}^{2}}{\langle x\rangle^{2}} d x+\sum_{k, j=1}^{n} \int_{\mathbb{R}^{n}} \frac{x_{k}^{2} \varphi_{j}^{2}}{\langle x\rangle^{4}} d x \\
& =-\frac{n}{2} \int_{\mathbb{R}^{n}} \frac{|\varphi|^{2}}{\langle x\rangle^{2}} d x+\int_{\mathbb{R}^{n}} \frac{|x|^{2}|\varphi|^{2}}{\langle x\rangle^{4}} d x \\
& \leq \frac{2-n}{2} \int_{\mathbb{R}^{n}} \frac{|\varphi|^{2}}{\langle x\rangle^{2}} d x .
\end{aligned}
$$

It follows that for $n \geq 3$

$$
\begin{aligned}
\frac{n-2}{2} \int_{\mathbb{R}^{n}} \frac{|\varphi|^{2}}{\langle x\rangle^{2}} d x & \leq \sum_{k, j=1}^{n} \int_{\mathbb{R}^{n}}\left|\frac{\partial \varphi_{j}}{\partial x_{k}} \varphi_{j} \frac{x_{k}}{\langle x\rangle^{2}}\right| d x \\
& \leq \sum_{k, j=1}^{n}\left(\int_{\mathbb{R}^{n}}\left(\frac{\partial \varphi_{j}}{\partial x_{k}}\right)^{2} d x\right)^{1 / 2}\left(\int_{\mathbb{R}^{n}} \frac{x_{k}^{2} \varphi_{j}^{2}}{\langle x\rangle^{4}} d x\right)^{1 / 2} \\
& \leq\left(\sum_{k, j=1}^{n} \int_{\mathbb{R}^{n}}\left(\frac{\partial \varphi_{j}}{\partial x_{k}}\right)^{2} d x\right)^{1 / 2}\left(\sum_{k, j=1}^{n} \int_{\mathbb{R}^{n}} \frac{x_{k}^{2} \varphi_{j}^{2}}{\langle x\rangle^{4}} d x\right)^{1 / 2} \\
& =\left(\int_{\mathbb{R}^{n}}|\nabla \varphi|^{2} d x\right)^{1 / 2}\left(\int_{\mathbb{R}^{n}} \frac{|\varphi|^{2}}{\langle x\rangle^{2}} d x\right)^{1 / 2} .
\end{aligned}
$$

We get the following Hardy's type inequality

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \frac{|\varphi|^{2}}{\langle x\rangle^{2}} d x \leq \frac{4}{(n-2)^{2}} \int_{\mathbb{R}^{n}}|\nabla \boldsymbol{\varphi}|^{2} d x . \tag{3.4}
\end{equation*}
$$

We still denote by $\varphi \in \mathscr{D}\left(\mathbb{R}^{n}\right)^{n}$ its extension by zero to the whole space. Let $\widehat{\varphi}$ be the Fourier transform of $\varphi$ defined by the usual formula

$$
\boldsymbol{\varphi}(\boldsymbol{\xi})=\frac{1}{(2 \pi)^{n / 2}} \int_{\mathbb{R}^{n}} e^{-i \xi \cdot \boldsymbol{x}} \boldsymbol{\varphi}(\boldsymbol{x}) d x, \text { for } \boldsymbol{\xi} \in \mathbb{R}^{n}
$$

By Plancherel theorem, we can write

$$
\begin{aligned}
\int_{\mathbb{R}^{n}}|\boldsymbol{\varepsilon}(\boldsymbol{\varphi})|^{2} d x & =\sum_{k, j=1}^{n} \int_{\mathbb{R}^{n}}\left(\frac{\partial \varphi_{k}}{\partial x_{j}}+\frac{\partial \varphi_{j}}{\partial x_{k}}\right)^{2} d x \\
& =\frac{1}{4} \sum_{k, j=1}^{n} \int_{\mathbb{R}^{n}}\left|\frac{\partial \varphi_{k}}{\partial x_{j}}+\frac{\widehat{\partial \varphi_{j}}}{\partial x_{k}}\right|^{2} d \xi \\
& =\frac{1}{4} \sum_{k, j=1}^{n} \int_{\mathbb{R}^{n}}\left|i \xi_{j} \widehat{\varphi}_{k}+i \xi_{k} \widehat{\varphi}_{j}\right|^{2} d \xi \\
& =\frac{1}{4} \sum_{k, j=1}^{n} \int_{\mathbb{R}^{n}}\left(\xi_{j}^{2}\left|\widehat{\varphi}_{k}\right|^{2}+\xi_{k}^{2}\left|\widehat{\varphi}_{j}\right|^{2}+\xi_{j} \xi_{k}\left(\widehat{\varphi}_{j} \overline{\widehat{\varphi}_{k}}+\widehat{\varphi}_{k} \overline{\bar{\varphi}_{j}}\right)\right) d \xi \\
& =\frac{1}{2} \sum_{k, j=1}^{n} \int_{\mathbb{R}^{n}}\left|\xi_{j} \widehat{\varphi}_{k}\right|^{2} d x+\frac{1}{2} \sum_{k, j=1}^{n} \int_{\mathbb{R}^{n}} \xi_{j} \widehat{\varphi}_{j} \overline{\xi_{k} \widehat{\varphi}_{k}} d \xi \\
& =\frac{1}{2} \int_{\mathbb{R}^{n}}|\nabla \varphi|^{2} d x+\frac{1}{2} \int_{\mathbb{R}^{n}}|\operatorname{div} \varphi|^{2} d x .
\end{aligned}
$$

Notice in addition that

$$
\int_{\mathbb{R}^{n}}|\operatorname{div} \varphi|^{2} d x=\int_{\mathbb{R}^{n}}|\xi \cdot \bar{\varphi}|^{2} d \xi \leq \int_{\mathbb{R}^{n}}|\xi|^{2}|\widetilde{\varphi}|^{2} d \xi=\int_{\mathbb{R}^{n}}|\nabla \boldsymbol{\varphi}|^{2} d x .
$$

Thus,

$$
\int_{\mathbb{R}^{n}}|\boldsymbol{\varepsilon}(\varphi)|^{2} d x \geq \int_{\mathbb{R}^{n}}|\operatorname{div} \varphi|^{2} d x
$$

It follows that (3.2) and (3.3) are valid for functions in $\mathscr{D}\left(\mathbb{R}^{n}\right)^{n}$. Since $\mathscr{D}\left(\mathbb{R}_{+}^{n}\right)^{n}$ is dense in $\dot{W}_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)^{n}$, these inequalities are also valid for any $w \in \dot{W}_{0}^{1}\left(\mathbb{R}^{n}\right)^{n}$. Inequality (3.1) follows from (3.2) and (3.4).

The main result is the following:
Theorem 3.3. Suppose that $n \geq 3$. Then, for all $\boldsymbol{f} \in W_{0}^{-1}\left(\mathbb{R}_{+}^{n}\right)^{n}$ and all $\boldsymbol{g} \in W_{0}^{1 / 2}(\Sigma)^{n}$, the system (1.1) has one and only one solution $\boldsymbol{u} \in W_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)^{n}$ and

$$
\begin{equation*}
\|\boldsymbol{u}\|_{W_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)^{n}} \leq C_{1}\left\{\|\boldsymbol{f}\|_{W_{0}^{-1}\left(\mathbb{R}^{n}\right)^{n}}+\|\boldsymbol{g}\|_{W_{0}^{1 / 2}(\Sigma)^{n}}\right\} \tag{3.5}
\end{equation*}
$$

where $C_{1}>0$ is a constant depending only on $n$. Moreover

- we have

$$
\begin{equation*}
\lim _{|\boldsymbol{x}| \rightarrow+\infty}|\boldsymbol{x}|^{(n-2) / 2}\|\boldsymbol{u}(|\boldsymbol{x}| \cdot)\|_{L^{2}\left(S_{n-1}^{+}\right)}^{2}=0 \tag{3.6}
\end{equation*}
$$

- if $\boldsymbol{f} \in W_{1}^{0}\left(\mathbb{R}_{+}^{n}\right)^{n}$ and $\boldsymbol{g} \in W_{1}^{3 / 2}(\Sigma)^{n}$, then $\boldsymbol{u} \in W_{1}^{2}\left(\mathbb{R}_{+}^{n}\right)^{n}$ and

$$
\begin{equation*}
\|\boldsymbol{u}\|_{W_{1}^{2}\left(\mathbb{R}_{+}^{n}\right)^{n}} \leq C_{2}\left\{\|\boldsymbol{f}\|_{W_{1}^{0}\left(\mathbb{R}_{+}^{n}\right)^{n}}+\|\boldsymbol{g}\|_{W_{1}^{3 / 2}(\Sigma)^{n}}\right\}, \tag{3.7}
\end{equation*}
$$

where $C_{2}>0$ is a constant depending only on $n$.

- if $\boldsymbol{f} \in W_{1}^{0}\left(\mathbb{R}_{+}^{n}\right)^{n}$ and $\boldsymbol{g}=\mathbf{0}$, then the following estimates hold

$$
\begin{align*}
\left\|\langle x\rangle^{-1} \boldsymbol{u}\right\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)^{n}} & \leq \frac{4}{(n-2)^{2} \mu}\|\langle x\rangle \boldsymbol{f}\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)^{n}},  \tag{3.8}\\
\|\nabla \boldsymbol{u}\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)^{n^{2}}} & \leq \frac{2}{(n-2) \mu}\|\langle x\rangle \boldsymbol{f}\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)^{n}},  \tag{3.9}\\
\|\boldsymbol{\varepsilon}(\boldsymbol{u})\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)} & \leq \frac{\sqrt{2}}{(n-2) \mu}\|\langle x\rangle \boldsymbol{f}\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)^{n}},  \tag{3.10}\\
\|\operatorname{div} \boldsymbol{u}\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)} & \leq \frac{2 \sqrt{2}}{(n-2) \sqrt{\mu(\lambda+2 \mu)}}\|\langle x\rangle \boldsymbol{f}\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)^{n}} . \tag{3.11}
\end{align*}
$$

Proof. The proof is composed of several steps and is based on some intermediate results. Before detailing these steps, let us observe that there exists a function $\boldsymbol{w}_{0} \in W_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)^{n}$ such that

$$
\gamma_{0} \boldsymbol{w}_{0}=g, \text { and }\left\|\boldsymbol{w}_{0}\right\|_{W_{0}^{1}\left(\left(\mathbb{R}^{n}\right)^{n}\right.} \leq C_{0}\|\boldsymbol{g}\|_{W_{0}^{1 / 2}(\Sigma)^{n}},
$$

with $C_{0}>0$ a constant not depending on $\boldsymbol{w}_{0}$ (see [23]). Set

$$
\boldsymbol{v}=\boldsymbol{u}-\boldsymbol{w}_{0} \in \stackrel{\circ}{W}_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)^{n}, \tilde{\boldsymbol{f}}=\boldsymbol{f}+\operatorname{div} \sigma\left(\boldsymbol{w}_{0}\right) \in W_{0}^{-1}\left(\mathbb{R}_{+}^{n}\right)^{n} .
$$

The displacement $\boldsymbol{u} \in W_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)^{n}$ is solution of (1.1) if and only if $\boldsymbol{v}=\boldsymbol{u}-\boldsymbol{w}_{0} \in \stackrel{\circ}{W}_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)^{n}$ is solution of the homogeneous problem

$$
\left\{\begin{align*}
-\sum_{j=1}^{n} \frac{\partial \sigma_{i, j}(\boldsymbol{v})}{\partial x_{j}} & =\tilde{f}_{i} \text { in } \mathbb{R}_{+}^{n}, i=1, \ldots, n  \tag{3.12}\\
\boldsymbol{v} & =0 \text { at } x_{n}=0
\end{align*}\right.
$$

Using the density of $\mathscr{D}\left(\mathbb{R}_{+}^{n}\right)^{n}$ in $\stackrel{\circ}{1}_{0}^{1}\left(\mathbb{R}^{n}\right)^{n}$ we obtain easily the weak formulation of system (3.12): Find $\boldsymbol{v} \in \dot{W}_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)^{n}$ such that, for all $\boldsymbol{w} \in \dot{W}_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)^{n}$

$$
\begin{equation*}
\lambda \int_{\mathbb{R}_{+}^{n}}(\operatorname{div} \boldsymbol{v}) \cdot(\operatorname{div} \boldsymbol{w}) d x+2 \mu \int_{\mathbb{R}_{+}^{n}} \boldsymbol{\varepsilon}(\boldsymbol{v}) \cdot \boldsymbol{\varepsilon}(\boldsymbol{w}) d x=\langle\tilde{\boldsymbol{f}}, \boldsymbol{w}\rangle_{W_{0}^{-1}\left(\mathbb{R}_{+}^{n}\right)^{n}, \dot{W}_{0}^{1}\left(\mathbb{R}^{n}\right)^{n}} \tag{3.13}
\end{equation*}
$$

According to Proposition 3.1, the bilinear form on the left-hand side of the weak formulation (3.13) is coercive on $\dot{W}_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)^{n}$. It is also continuous and so is the linear form on the right hand side. By Lax-Milgram lemma, we conclude that (3.13) has a unique solution $\boldsymbol{v} \in \stackrel{\circ}{W}_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)^{n}$. This ends the proof of existence and uniqueness of a solution to (1.1). Since $\boldsymbol{u} \in W_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)^{n}$, we also deduce that $\lim _{|x| \rightarrow+\infty}|\boldsymbol{x}|^{(n-2) / 2}\|\boldsymbol{u}(|\boldsymbol{x}| \cdot)\|_{L^{2}\left(S_{n-1}^{+}\right)}^{2}=0$ (see, e.g., [24]).

Assume now that $\boldsymbol{f} \in W_{1}^{0}\left(\mathbb{R}_{+}^{n}\right)^{n}$ and $\boldsymbol{g} \in W_{1}^{3 / 2}(\Sigma)^{n}$. According to [23], then we can choose the function $\boldsymbol{w}_{0}$ here above in $W_{1}^{2}\left(\mathbb{R}_{+}^{n}\right)^{n}$ and such that it depends continuously on $\boldsymbol{g}$. We shall first prove that the difference $\boldsymbol{v}=\boldsymbol{u}-\boldsymbol{w}_{0}$ satisfies

$$
\boldsymbol{v} \in W_{1}^{2}\left(\mathbb{R}_{+}^{n}\right)
$$

by means of a reflection argument. Set

$$
\boldsymbol{U}\left(\boldsymbol{x}^{\prime}, x_{n}\right)=\left\{\begin{array}{l}
\left(v_{1}\left(\boldsymbol{x}^{\prime}, x_{n}\right), \cdots, v_{n}\left(\boldsymbol{x}^{\prime}, x_{n}\right)\right) \text { if } \boldsymbol{x} \in \mathbb{R}_{+}^{n}, \\
\left(v_{1}\left(\boldsymbol{x}^{\prime},-x_{n}\right), \cdots, v_{n-1}\left(\boldsymbol{x}^{\prime},-x_{n}\right),-v_{n}\left(\boldsymbol{x}^{\prime},-x_{n}\right)\right) \text { if } \boldsymbol{x} \in \mathbb{R}_{-}^{n} .
\end{array}\right.
$$

Since $v=0$ on $\Sigma$, we easily deduce that $U \in W_{0}^{1}\left(\mathbb{R}^{n}\right)^{n}$. Moreover, we have for $x \in \mathbb{R}_{-}^{n}$

$$
(\operatorname{div} \boldsymbol{U})(\boldsymbol{x})=(\operatorname{div} \boldsymbol{v})\left(\boldsymbol{x}^{\prime},-x_{n}\right),
$$

and

$$
\begin{gathered}
\boldsymbol{\varepsilon}_{i, j}(\boldsymbol{U})(\boldsymbol{x})=\boldsymbol{\varepsilon}_{i, j}(\boldsymbol{v})\left(\boldsymbol{x}^{\prime},-x_{n}\right) \quad \text { for } 1 \leq i, j \leq n-1, \\
\boldsymbol{\varepsilon}_{i, n}(\boldsymbol{U})(\boldsymbol{x})=-\boldsymbol{\varepsilon}_{i, n}(\boldsymbol{v})\left(\boldsymbol{x}^{\prime},-x_{n}\right) \quad \text { for } 1 \leq i \leq n-1, \\
\boldsymbol{\varepsilon}_{n, n}(\boldsymbol{U})(\boldsymbol{x})=\boldsymbol{\varepsilon}_{n, n}(\boldsymbol{v})\left(\boldsymbol{x}^{\prime},-x_{n}\right) .
\end{gathered}
$$

Hence, we get in the sense of distributions

$$
\begin{equation*}
-\sum_{j=1}^{n} \frac{\partial \sigma_{i, j}(\boldsymbol{U})}{\partial x_{j}}=\boldsymbol{F}_{i} \quad \text { in } \mathbb{R}^{n}, i=1, \ldots, n, \tag{3.14}
\end{equation*}
$$

where

$$
\boldsymbol{F}\left(\boldsymbol{x}^{\prime}, x_{n}\right)=\left\{\begin{array}{l}
\left(\tilde{f}_{1}\left(\boldsymbol{x}^{\prime}, x_{n}\right), \cdots, \tilde{f}_{n}\left(\boldsymbol{x}^{\prime}, x_{n}\right)\right) \quad \text { if } \boldsymbol{x}^{\prime} \in \mathbb{R}_{+}^{n}, \\
\left(\tilde{f}_{1}\left(\boldsymbol{x}^{\prime},-x_{n}\right), \cdots, \tilde{f}_{n-1}\left(\boldsymbol{x}^{\prime},-x_{n}\right),-\tilde{f}_{n}\left(\boldsymbol{x}^{\prime},-x_{n}\right)\right) \quad \text { if } \boldsymbol{x}^{\prime} \in \mathbb{R}_{-}^{n} .
\end{array}\right.
$$

Since $\tilde{\boldsymbol{f}} \in W_{1}^{0}\left(\mathbb{R}_{+}^{n}\right)^{n}$, we can easily deduce that $\boldsymbol{F} \in W_{1}^{0}\left(\mathbb{R}_{+}^{n}\right)^{n}$. In addition, we know that

$$
\sum_{j=1}^{n} \frac{\partial \sigma_{i, j}(\boldsymbol{U})}{\partial x_{j}}=(\lambda+\mu) \frac{\partial}{\partial x_{i}}(\operatorname{div} \boldsymbol{U})+\mu \Delta U_{i}, i=1, \ldots, n
$$

Hence

$$
\begin{equation*}
-(\lambda+\mu) \nabla(\operatorname{div} \boldsymbol{U})-\mu \Delta U=F \text { in } \mathbb{R}^{n} . \tag{3.15}
\end{equation*}
$$

Applying the divergence operator to both sides gives

$$
\begin{equation*}
-(\lambda+2 \mu) \Delta(\operatorname{div} \boldsymbol{U})=\operatorname{div} \boldsymbol{F} \text { in } \mathbb{R}^{n} . \tag{3.16}
\end{equation*}
$$

We know from [13] (see also [24]) that for $n \neq 2$ and $m \in \mathbb{Z}$, the Laplacian $\Delta$ defines an isomorphism from $W_{m}^{m+1}\left(\mathbb{R}^{n}\right)$ into $W_{m}^{m-1}\left(\mathbb{R}^{n}\right)$. So, since $\boldsymbol{F} \in W_{1}^{0}\left(\mathbb{R}^{n}\right)^{n}$, we deduce that there exists a unique $\boldsymbol{H} \in$ $W_{1}^{2}\left(\mathbb{R}^{n}\right)^{n}$ such that

$$
\Delta H=F .
$$

Set $G=-(\lambda+2 \mu)^{-1} \operatorname{div} \boldsymbol{H} \in W_{1}^{1}\left(\mathbb{R}^{n}\right) \hookrightarrow W_{0}^{0}\left(\mathbb{R}^{n}\right)$. Then,

$$
-\Delta G=(\lambda+2 \mu)^{-1} \operatorname{div} \boldsymbol{F} .
$$

Let $\psi=G-\operatorname{div} \boldsymbol{U}$. Then, $\psi \in W_{0}^{0}\left(\mathbb{R}^{n}\right)$ and $\Delta \psi=0$. Since elements of $W_{0}^{0}\left(\mathbb{R}^{n}\right)=L^{2}\left(\mathbb{R}^{n}\right)$ are tempered distributions, we deduce that $\psi$ is a polynomial function of $L^{2}\left(\mathbb{R}^{n}\right)$. That is $\psi=0$ and $\operatorname{div} \boldsymbol{U}=G \in W_{1}^{1}\left(\mathbb{R}^{n}\right)$. On the other hand, from (3.15) we have

$$
-\mu \Delta U=\boldsymbol{F}+(\lambda+\mu) \nabla(\operatorname{div} \boldsymbol{U})
$$

Since $\operatorname{div} \boldsymbol{U} \in W_{1}^{1}\left(\mathbb{R}^{n}\right)$, we deduce that $\nabla(\operatorname{div} \boldsymbol{U}) \in W_{1}^{0}\left(\mathbb{R}^{n}\right)^{n}$ and $\Delta \boldsymbol{U} \in W_{1}^{0}\left(\mathbb{R}^{n}\right)^{n}$. Then,

$$
\boldsymbol{U} \in W_{1}^{2}\left(\mathbb{R}^{n}\right)^{n} .
$$

Therefore, $\boldsymbol{u} \in W_{1}^{2}\left(\mathbb{R}_{+}^{n}\right)^{n}$. Moreover, if $\boldsymbol{g}=\mathbf{0}$, by (3.13) we get

$$
\lambda\|\operatorname{div} \boldsymbol{u}\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)}^{2}+2 \mu\|\boldsymbol{\varepsilon}(\boldsymbol{u})\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)^{n^{2}}}^{2} \leq\|\langle x\rangle \boldsymbol{f}\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)^{n}}\left\|\frac{\boldsymbol{u}}{\langle x\rangle}\right\|_{L^{2}\left(\mathbb{R}_{+}^{n}\right)^{n}}
$$

Combining with (3.1)-(3.4), gives (3.8)-(3.11).
Remark 3.4. (3.6) means the following

$$
|\boldsymbol{u}|=o\left(\frac{1}{|x|^{(n-2) / 2}}\right) \text { when }|\boldsymbol{x}| \longrightarrow+\infty .
$$

Remark 3.5. (Extension to the two-dimensional case)
Theorem 3.3 can be extended to the case $n=2$. In the latter case, instead of $W_{0}^{1}\left(\mathbb{R}_{+}^{n}\right)$, one can consider the space $W_{0, \text { log }}^{1}\left(\mathbb{R}_{+}^{2}\right)$ of all the (generalized) functions $\boldsymbol{v} \in \mathscr{D}^{\prime}\left(\mathbb{R}_{+}^{2}\right)^{2}$ satisfying

$$
\int_{\mathbb{R}_{+}^{2}} \frac{|\boldsymbol{v}|^{2}}{\langle x\rangle^{2}\left(\log \left(2+|\boldsymbol{x}|^{2}\right)\right)^{2}} d x<\infty, \int_{\mathbb{R}_{+}^{2}}|\nabla \boldsymbol{v}|^{2} d x<\infty .
$$

As in the proof of Proposition 3.1, the following Hardy inequality can be proved: For all $\boldsymbol{v} \in$ $W_{0, \log }^{1}\left(\mathbb{R}_{+}^{2}\right)^{2}$ :

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{2}} \frac{|\boldsymbol{v}|^{2}}{\left(|\boldsymbol{x}|^{2}+2\right)\left(\log \left(2+|\boldsymbol{x}|^{2}\right)\right)^{2}} d x \leq C_{1} \int_{\mathbb{R}_{+}^{2}}|\nabla \boldsymbol{v}|^{2} d x \tag{3.17}
\end{equation*}
$$

with $C_{1}>0$ (see, e.g., [13, 14, 16]). Combining with (3.2) gives a two dimensional weighted Korn's inequality of the form

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{2}} \frac{|\boldsymbol{v}|^{2}}{\left(|\boldsymbol{x}|^{2}+2\right)\left(\log \left(2+|\boldsymbol{x}|^{2}\right)\right)^{2}} d x \leq C_{2} \int_{\mathbb{R}_{+}^{2}}|\boldsymbol{\varepsilon}(\boldsymbol{v})|^{2} d x \tag{3.18}
\end{equation*}
$$

With these inequalities and a trace theorem on $x_{n}=0$, Theorem 3.3 can be easily extended to the two dimensional case.

## 4. Conclusions

Korn's inequalities play a prominent role in the variational analysis of partial differential equations arising in linear elasticity theory. The Korn inequalities are essential in establishing existence, uniqueness, and stability of the solution. Boundary value problems for the elasticity system in bounded domains were quite well studied in the literature. Generalizations of Korn's inequalities for a wide class of unbounded domains were also established and used for the analysis of the main boundary value problems for the elasticity system. This article considers the boundary value problem for the elasticity system in the uper half-space of $\mathbb{R}^{n}$ with a Dirichlet boundary condition. We provide a simple and constructive proof of Korn inequalities and obtained explicit values of the constants. These inequalities were used to establish the coerciveness of the variational formulation of the linear elasticity system in half-space. Then, a regularity result is proved when the data is sufficiently smooth and explicit estimates on the solution are given.
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