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1. Introduction

The linear complementarity problem (LCP) is to find a vector x € R" such that
(Mx+2)"x=0, Mx+z>0, x>0,

or to show that no such vector x exists, where M = (m;;) € R™" and z € R". Many problems such as
the contact problem, Nash equilibrium point of a bimatrix game, and the free boundary problem for
journal bearing can be posed in the framework of the LCP, see [1-3].

It is well known that the LC P has a unique solution for any z € R" if and only if M is a P-matrix [2].
Here, a matrix M € R™" is called a P-matrix if all its principal minors are positive [4]. In 2006, Chen
et al. [5] gave the following result for the LCP when M is a P-matrix:

llx = xleo < Dax I = D+ DM) lolr(®)ll  for any x € R",
c 5 n

where x* is the solution of the LCP, r(x) = min{x, Mx + z}, D = diag(d;) with 0 < d; < 1, and the min
operator r(x) denotes the componentwise minimum of two vectors. When the matrix M for the LCP
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belongs to P-matrices or some subclass of P-matrices, various bounds for max ||(I — D + DM)™!|.
de[0,1]?

are established [6-14].
In 2012, Garcia-Esnaola et al. [9] gave upper bounds for max (I - D+ DM)™ ||, when M is a
€[0,1]"

BS -matrix as a subclass of P-matrices. Here a matrix M = (m; ;) € R™" is called a BS -matrix [15] if
there exists a subset S of the set N = {1,2,...,n}, with 2 < card(S) < n— 2, such that for all i, j € N,
te€T()\{i},and k € K()) \ {j},

RS>0, RS>0, (my—R})(mu-R})<RRS,

where R = 1 ¥ my, T(i) = {t € SIm; > RY} and K(j) = {k € S|mj > Rf} with S = N\ {S}.
keS

A square real matrix M = (mj)i<ix<, With positive row sums is a B-matrix [4] if all of its off-
diagonal elements are bounded above by the corresponding row means, i.e., foralli =1,...,n,

n 1 n
x>0 d - ik | > m;i, Yj .
kz:;mk an H(kaJ m;; JER

k=1

Let M = (m;;) € R™" be a B -matrix, and let X = diag(x;,- - , x,) with

x,-:{y’ ies,

1, otherwise,

such that M = MX is a B-matrix with the form M = B* + C, where

mii1 X1 —7'-1'— mlnxn—?f 7'-1'— 7'-1'—

D+ T . . ~ . .
B :(bij): : : , C= : : 5 (1-1)

=+ =+ =+ =+

mp Xy —r, - MpyX, —F, r, - 1,

and 77 = max{0, m;;x;|j # i}. Then

_1 1
max (I = D + DMy, < A= Dmaxty. 1} (1.2)
de[0,1]” min{s,y, 1}

where B; = b; — 3. |b; il B= mm{ﬁ, }, and

J#i

_pS S
my = R; R;

0O <)y e max ———, max
JENKEK(D\(J} R§ ieN4eT(O\i) my — RY

assuming that if K(j) \ {j} = O(T (i) \ {i} = 0), then max (min) is set to be —oo(c0) [9].
In 2018, Gao [14] presented a new bound: Let M = (m;;) € R"™" be a BS -matrix. Then

i-1

max |(I =D + DM)'|., < Z(” 1) max{y, }ﬂ%, (1.3)
J

de[0,1]7 mln{ﬂ,, Xi}
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whereBi = Bii - f |[;ij|li(B+)» lk(EJr) = max {ﬁ Zn: '|Bij|}, and

j=itl k<i<n ii

In order to improving the above results, in this paper, we establish some new upper bounds for the
condition constant max |[(I - D+ DM) ||, when M is a BS-matrix.
€[0,1]"

Next, we recall the following definition and lemmas for an n X n matrix.

Definition 1. [13] A matrix M = (m;;) € C™" is called a row strictly diagonally dominant matrix if

foreachi € N, |m;| > 21: .Im,‘jl. A matrix M = (my;) is called a Z-matrix if m;; < 0 for any i # j, and
J=1L#

an M-matrix if M is a Z-matrix with M~ being nonnegative.

Lemma 1. [9] Let M = (m;;) € R™" be a B -matrix. Then there exists a positive diagonal matrix
X =diag(xy,- -+, x,) with
, €S,
Xi = { Y !

1, otherwise,

such that M = MX is a B-matrix, where y > 0,

M — RS RS
J l
max ———— <y< max ——, (1.4)
JEN KK\ Rj ieNeTO\i) my — R;

and max (min) is set to be —oo(o0) if K(j) \ {j} = O(T (i) \ {i} = 0).

Remark 1. From the definitions of B-matrix and B -matrix, if M is a BS -matrix such that T(i) = {i}
foralli €S and K(j) = {j} for all j € S, then M is a B-matrix. Moreover, each 3 X 3 B-matrix is not
a BS -matrix and there exists a BS -matrix that is not a B-matrix [9]. Thus the notions of B-matrix and
BS -matrix are only related in the sense of Lemma 1.

Lemma 2. [9] Let M = (m;;) € R™" be a BS -matrix and let X be the diagonal matrix in Lemma 1
such that M = MX is a B-matrix with the form M = B* + C, where B* = (Eij) is the matrix in (1.1).
Then B* is strict diagonal dominant by rows with positive diagonal entries.

Lemma 3. [9]IfM = (m;;) € R""isa BS -matrix that is not a B-matrix, then there exist k,i € N with
k # i such that

1 n
; Z mi; < M.
=1

Furthermore, if k € S (resp., k € S), then y < 1 (resp., y > 1), where vy is the parameter y
satisfying (1.4).
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Some notations are given, which will be used in the sequel. Let A = (a;;) € R™". For i, j k € N,
i # j, denote

- <i<n ; .
=i+1 j=k,#i

1 < 1 <
@A) = ) e A =maxio D laily
12} ] 12

lail + 2 laijlvi(A)

a; j=k+1,#i
vi(A) = max i , wi(A) = max ! :
k+1<i<n ] — i . k+1<i<n |l

S S PR

Lemma 4. [16] Let A = (a;;) € R™" be a row strictly diagonally dominant M-matrix. Then

) n 1 i1 u;(A)
| J
A7l < max { Z [aii(l — ui(A)w;(A)) l_[ 1- ”j(A)Wf(A)] ,

i=1 j=1

an wi(A) ﬁ 1 }
a;i(1 — u;(A)w;i(A)) i 1 -—u(Aw;A) )’

i=1

where

i1 u(A) » i1 | I
nl_”j(A)Wj(A)_ ’ Ul—uj(A)wj(A)_ - ifi=l

J=1 j=1
Lemma 5. [13] Lety > 0andn > 0. Then for any x € [0, 1],

1 < 1 nx 1
l—x+yx  min{y,1}’ T—-x+yx "y

Lemma 6. [12] Let A = (a;;) € R™" with

n
a; > Z |a,'j|, Yi e N.

j=
Then for any x; € [0,1], i € N,
1 —x; +a;x; < dii .
n n
L=xi+apxi — 2 lagly ai— X laijl
jeitl j=itl

The rest of this paper is organized as follows: In Section 2, we present some new bounds for

drr[loaf% (I = D + DM)™'||., when M is a BS -matrix, and new perturbation bounds of BS-matrices linear
€[0,1]"

complementarity problems are also considered. In Section 3, a numerical example is given to show
that our proposed bounds are respectively better than those in [6,11] in some cases.

AIMS Mathematics Volume 7, Issue 2, 1896-1906.



1900

2. Error bounds for LCPs of B’ -matrices

In this section, we propose some new error bounds for linear complementarity problems involved
with BS -matrices.

Theorem 1. Let M = (m;;) € R™" be a B® -matrix and let X be the diagonal matrix given by Lemma 1
such that M = MX is a B-matrix with the form M = B* + C, where B* = (Eij) is the matrix in (1.1).
Then

max ||I = D + DM)7!||
de[0,11?

"\ (n - 1) max{y, 1} {4 o "\ (n — 1) max{y, Lw,(B*) {7 b
< max Z‘ T ]—[ 1Bl ). Z R H ,(2.1)

j=1 ﬁ/ k=j+1 i=1

where B; = b;; — i \byjlwi(B*), and

j=itl
1 n i—1 l")
ﬂ( > |b,k|)—1 [|Z=1 iri=1
1B S i+l j=1 B
Proof. Let M, = X — DX + DM. From Lemma 1, we deduce that
Mp=X-DX+DM=X-DX+D(B" +C)=B},+Cp,

where B}, = X - DX + DB*, C;, = DC. By Lemma 2, B is a strictly diagonal dominant matrix. Let
Mp =1- D+ DM. Note that M = MX~". Then, similarly to the proof of Theorem 2.2 in [8], we can
obtain that Bg is a strictly diagonally dominant M-matrix with positive diagonal elements and that

M3 oo < I1X Mol + (B) ™' Cp) Mleoll(B) ™ lleo < (n = 1) max{y, LI(B}) ™ llco- (2.2)
Next, by Lemma 4, we have

1B oo

< max Zn: ! B MJ(B
- ~ (xi_dixi+l~7iidi)(1 —Mi(BB)Wi(B )J=1 I- MJ((B ))W;(B )

i=1

i (X, dxl + bud )(1 —U; ((B ))W,(B )) 1- uj(B+)Wj(B )

i=1 j=1

From Lemma 5, we can easily get the following results: For each i, j,k € N,
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k+1<i<n

(B} = max{

bild:; }
Xi = dix; + bd; — i |bijld;

J=k+1,#i

ul
1

Xi

= max
k+1<i<n

IA

I—di+%di -1 % |byjld;

"=kl

= w(B"),

max {
k+l<isn | 7
bi; —

1B

Jj=k+1,#i

|l~7ik|di+ 2 |l~7ij|divk(BB)

wi(B}) = max{

k+1<i<n

k1,2 }
i — dix; + byd,;
xli|[5ik|di + xl 2 |Z~7ij|divk(§23)

Jj=k+1,#i
= max 7
k+1<i<n 1 —d; + —b;d;
- n ~ ~
bl + 2 |bijlvi(BT)
J=k+1,#i
<  max =
k+1<i<n bi,’
= Wk(B+)9

and

1

1

(xi — dix; + [;iidi)(l - Mi(BB)Wi(B;S))

Furthermore, by Lemma 5 and Lemma 6, we have

AIMS Mathematics

X —dix; + Biidi - .Z |Bij|diWi(BB)

Jj=i+1

1

Jj=i+1

min {Bii - an 1B jlwi(B*), Xi}
1

— ) (2.3)
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u(B ) B j:zzi1| i
L= u(By)wi(Bp) Xi = dix; + byd; — 21 |bijldiwi(By)
J=i+
> byl
j=i+l
S n
bi— |bij|Wi(B+)
=il
- — Z b1, 2.4)
Lj=i+1
and
1 _ X; — d,-xi + Z?l'id'
+ - ~
B BL) x4 Budi— 3 ldan(By)
J=i+
bi bii
< _ = 2, 2.5)
bi— % IbywiB P
j=itl

Finally, by (2.3)—(2.5), we obtain

n n B+) ~
1B e Smax{z TR ]:[(ﬁ/ Z b ,kl) Z - ]_[ } (2.6)

k=j+1 -
Therefore, the result in (2.1) holds from (2.2) and (2.6). |
Based on Theorem 1 and Lemma 3, the following Corollary can be proved easily.

Corollary 1. Let M = (m;;) € R¥" be a BS -matrix that is not a B-matrix and let ko, iy € N with ko # i
such that m;, > ,ll 2 mjj. If ko € S, then
JEN

max |[({ = D + DM) |«
de[0,1]*

n—1 Dyw;(B
< max{ ST T ( zm)z—”” .
i=1 mlnw” = J k=j+1 i=1 min{g;, 1} J=1 ’Bj
Ifky €S, then

max ||({ - D + DM)™|«
de[0,1]"

S (-1 1 ~ Dwi(BY) 1 b
< max{; ooyl ( kzj+:1| ]kl) ; miniB 7] l_[ }
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Similarly to the proof of Theorem 2.4 in [6], we can also obtain new perturbation bounds for linear
complementarity problems of BS-matrices based on Theorem 1.

Theorem 2. Let M = (m;;) € R™" be a BS -matrix and let B* = (b; ;) be the matrix in (1.1). Then
(n — 1) max{y, w;(B*) 11 b

b

| ]k|) Z min{B;, x;} l_[

where Bo(M) = _max (I — D+ DM)™'D||.., D = diag(d;) with 0 < d; < 1 for each i € N, and

e m1n{,8,~, .Xi ﬁj k=j+1

"\ (n— 1)ymax{y, 1} 1 (
Beo(M) < max —
| 1

de[0,11
n i-1 7
- . b.:
Bi=bi— ) |bylwi(B), ﬂ( Zlbjkl)—lzfl—l [[Z=1iri=1
j=itl Bi & i1 B

Finally, we give a comparison of the bounds in (1.3) and (2.1) as follows.

Theorem 3. Let M = (m;;) € R™" be a B -matrix and let X be the diagonal matrix given by Lemma 1
such that M = MX is a B-matrix with the form M = B* + C, where B* = (Eij) is the matrix in (1.1).
Let ,@i and B; be defined as in (1.3) and (2.1), respectively. Then

%y (n— 1)max{y, 1} | (n — 1)max{y, Ywi(B*) 11 b
max {Z min{3;, x;} 1_[ (ﬁj k=1 lb]kl) Z min{g;, x;} l_[ B; }

i=1 j=1

an (n— Dmax{y, 1} 17 by

— . 2.7)
mln{ﬂi, xi} j=1 ﬁj
Proof. For any i € N, based on B is strict diagonal dominant, we have
0<wi(BY) <l(B") <1, (2.8)
and by (2.8), we get
Bi=bhi— ) bill(BY) <bi— ) bijwi(B) = B. (2.9)
J=i+l J=i+l
Furthermore, by (2.9), for all i € N, we have
1 1
< (2.10)

. - — . A )
min{f;, x;}  min{B;, x;}

and foreach j=1,2,...,n—1,

Z bl < Z 1Bl < 2.11)

’k Jj+1 ]k]+l

The result in (2.7) follows by (2.10) and (2.11). O
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3. A numerical example

In this section, we give a numerical example to illustrate the advantages of new bound.

Example 1. Consider the family of B®-matrices for S = {1,2} in [14]:

2 1 1 1.5

2 o, L1

— k+1 k+1 k+1
My 1 1 2 1|

1 1 1 2

where k > 1. We choose X = diagly,v, 1,1} with v € (%, 1.5). So M, = M,X can be written
M = E’; + C, asin (1.1), where

2y-15 y-15 -05 0
0

2% 1
B = Ty T ﬁ 2y - k+1 0
k 0 0 2—y 1—-vy
0 0 -y 2-y
In fact, the bound (1.2), with the hypotheses that k > 1, is
4-1 , 1 3
( ymax{y,1} 3y U+ 1),

min{B,y, 1}  2y-1

and it can be arbitrarily large when k — +oco.
In particular, let y = 1.3, then we can use the bound (1.2), the bound (1.3) and the bound (2.1) for
k=2,20,30,60,100...,+oo to estimate drr[lgll)% (I = D+ DM)™Y||., see Table 1.
c 5 n

Table 1. The bound (1.2), the bound (1.3) and the bound (2.1).

k 2 20 30 60 100 e +00
bound (1.2) 7.3125  51.1875 75.5625  148.6875 246.1875 --- +00
bound (1.3) 48.1089 54.4704 54.8144  55.1699 55.3155 .-+ 55.5375
bound (2.1) 29.8235 31.4335 33.1377  33.4355 33.7785 ---  33.9556

Remark 2. From Example 1, it is easy to see that each bound (1.2) or (2.1) is better than the other one.
Thus it is difficult to say in advance which one is better. However, for a BS -matrix M with M = B* + C,
where the diagonal dominance of B is weak (e.g., for a matrix My with a large number of k here), the
bound (2.1) is more effective than the bound (1.2).

4. Conclusions

We present a new error bound for linear complementarity problems associated with BS -matrices,
which improves some existing results. A numerical example shows the feasibility and effectiveness of
the results which are obtained in this paper. Besides BS-matrices, some similar assertions for linear
complementarity problems of other classes of matrices are provided, such as DB-matrices, S B-matrices
and M B-matrices. So we conjecture here that by the technique above, new sharper bounds for linear
complementarity problems of these classes of matrices could be given.
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