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Abstract: In this paper, we consider a nonlinear inverse problem of recovering two fractional
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1. Introduction

The fractional diffusion equation (FDE), which is obtained by replacing the first-order time
derivative and/or second-order space derivative in the standard diffusion equation by a generalized
derivative of fractional order respectively, were successfully used for modelling relevant physical
processes, see [1,5,14,15,21]. Recently the research on inverse problems connected with fractional
derivatives becomes more and more popular. Since Cheng in [2] studied an inverse problem on
fractional diffusion equation, many topics are well discussed [11,12,23,26,27]. For the problem of
fractional numerical differentiation, in [17, 18], the authors give different regularization methods.
In [13, 26, 30], some inverse source problems for fractional diffusion equations are considered.
In [25, 28], Liu et al consider the backward time-fractional diffusion problem. In [4, 8, 10, 16], many
results on inverse coefficient problems are established. For more reference on inverse problems for
fractional diffusion equations, please consult the survey paper [9]. However, in some situation of
anomalous diffusion, the diffusion indexes and the diffusion coefficient are unknown. This leads to
determination of coefficients which is a classical inverse problem. It should be mentioned that most of
the existing literature investigate the determination of only one unknown parameter or functions.
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However, in many practical situations, one wishes to simultaneously reconstruct more than one
physical parameters. To the authors’ knowledge, there are few works on this aspect. For examples,
in [4], the fractional order « in ,D%u(x,t) = Au(x,t) is determined by an analytic method. In [24], the
fractional orders a,B in D%u(x,t) = —(—A)gu(x, 1) are reconstructed by the classical
Levenberg-Marquardt method based on disrete least squares functional. The simultaneous inversion
for the fractional order @ and the space-dependent diffusion coefficient has been considered in [2, 10].
In this paper, we reconstruct three important parameters in the time-space fractional diffusion
equation from only one boundary measurement.

Let us consider the time and space-symmetric fractional diffusion equation in one-dimensional
space

Du(x,t) = —k(=8)2u(x, 1), 0<t<T,0< x < L, (1.1)
subject to homogeneous Neumann boundary conditions
ou ou
—(0,1)= —(L,1)=0 1.2
8x( ) 8x( ) (1.2)
and the initial condition
u(x,0) = f(x), (1.3)

where u is a solute concentration, k > 0 represents the diffusion coefficient. ;D¢ is the Caputo time
fractional derivative of order @ (0 < a < 1) with the starting point at # = O defined as follows [19]:

Druten - —! f du(x, ) _dn
NI Jy T a=n

The symmetric-space fractional derivative (—A)g of order B (1 < 8 < 2) is defined by [3,6,7]. For
readability, we reproduce the following definition for (—2)2, 1 < < 2:

Definition 1. [29] Suppose the Laplace operator —A has a complete set of orthonormal
eigenfunctions ¢, corresponding to eigenvalues A> on a bounded domain D, i.e., (—A)p, = A2p, on a
bounded domain D, B(¢) = 0 on 0D is one of the standard three homogeneous boundary conditions.
Let

GV = {f = Z CnPn, Cnp = (fa (Pn)a Z |Cn|2|90n|y <00,y = maX{,B, 0}} s

n=1 n=1

then for any f € G,: (—A)g is defined by

(=82 f = ) ) g, (1.4)
n=1

In the case of @ = 1, 8 = 2, Eq (1.1) reduces to the classical diffusion equation. ForO < a < 1, 8 =
2, Eq (1.1) models subdiffusion due to particles having long-tailed resting times. Fora =1, 1 < < 2,
Eq (1.1) corresponds to the Lévy process. Hence the solution of (1.1) is important for describing the
competition between these two anomalous diffusion processes.

If a,B,«, f(x) are given, the solution for the direct problem of Eqs (1.1)—(1.3) can be obtained
analytically by the method of separation of variables: Setting u(x,7) = X(x)7'(¢) and substituting
into (1.1) yields

DIX(O)T(8) + k(=) X()T(£) = 0.
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Letting w is the separation constant, we obtain two fractional ordinary linear differential equations
for X(x) and T'(¢) as

(=) X(x) — wX(x) = 0 (1.5)
DT (f) + kT (1) = 0, (1.6)

respectively. Following the definition of fractional Laplacian (—A)g defined on a bounded domain,
Eq (1.5) can be expressed as

D e xy +w, Y e, = 0. (1.7)
n=1 n=1

Hence under homogeneous Neumann conditions, the eigenvalues are w, = A= (%)ﬁ(l <B<2)
forn = 0,1,2,--- and the corresponding eigenfunctions are x, = cos(*7*). Finally, the analytical
solution of Eqgs (1.1)—(1.3) is

u(x,0) = Y T,(0) cos(?)
n=0

.
= 5o+ Z] Ea,l(—m%)ﬂﬂm cos(”—l’jx), (1.8)

where L
2
Jo = Zj; f(X)COS(?)dX’ n=0,12,---.

Here we have used the result E, ;(0) = 1, where E, g(z) is the Mittag-Lefller function defined by
o k

_ <
Eaf= )ty € C (1.9)

k=0

By a similar method to [22], we can prove that (1.8) certainly gives the weak solution to Eqs (1.1)—
(1.3).

Consider the following inverse problem:

Given g(t) := u(0,¢) (or g(¢) := u(L,t)) with unknown a, 8, k, we want to recover the orders «, 8
and the coefficient k from the data g(¢) (or g(¢) ).

Usually g(¢) is measured and only available data on g(¢) is its perturbation g°(f), we assume that
there exists a known noise level § such that

lg() = Ol <6,

where the norm || - || denotes L?-norm.

In this paper, our main work is to give the uniqueness result on determination of «, 3, k from the
data g(¢) and two numerical methods for solving the inverse problems. Although in the paper [24],
the authors give a uniqueness result on a similar problem, the result holds only for 0 < @ < 1/2 and
sufficiently large 7 . Our result do not require this restriction and holds for 0 < @ < 1 and a finite 7.
This is done by adding some more smoothness assumption on the initial data f(x).

Throughout this paper, sometimes we denote the solution of the problem as u(x, ) = u(a, B, k, x, t)
to show its dependence on «, 3, k.
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2. Inverse problem and its uniqueness

Now from (1.8), we have the relationship:
1 - nmr
) :=u0,t) = =fy + E,1(—k(—)Y1t%) f,.
80 = u©0.0 = 2 fy Zl 2RO,

The uniqueness of the inverse problem is stated as follows:

2.1)

Theorem 1. Suppose that u(ay, B, k1; x,t) and uy(ay, s, ka3 X, t) represent the solutions of the
inverse problem with @ = ay, B = B1, kK = k; and @ = a,, B = B2, kK = Ky respectively. We assume that

the initial data satisfies

feHY0,L), f'(0) <0, f(0)= f(L) = 0 (Comapatible condition),
f,>0, n=0,1,2,---

If uy(ay, Br, k15 0,1) = up(az, B2, k25 0,1) (0 < t < T), then
a; = an, ﬁl 2,32, K1 = K».

Proof. From Eq (2.1), we have

1 = nr
u(ar, i, k1;0,8) = = fo + > Eop 1 (=k(—)Y"t"") f,,
2 L
n=1

1 - nw g o
ur (@2, B2, k250, 1) = Efo + nZ::‘ Eaz,l(—K(f)ﬂzf ) Jn-
By assumption u(ai,B1, k150, 1) = us(as, B2, k23 0, 1), it yields that
= nmos - nm g
HZ:; Eal,l(_Kl(T)ﬂlt V= ; Eaz,l(—Kz(f)ﬁzf ) fns

forO<t<T.
As an initial step, we will prove that a; = ;.
By the definition of Mittag-Lefller function, we have

N 1 N N (_Kl(%)ﬁltal)k
Ea],l(_Kl(f)ﬁ ) =1+ Ta + 1) (_Kl(f)ﬂ ! )+ Z "T(ak+1)

k=2

_ 1 )y g RN (—ky (ZEYP gy (k=2)
=1- r(a1+1)(1(_)ﬂ )” = K(_)ﬁ)zf(al(k—2)+2al+l)
_ 1 141 2a 1 NBL 4y
—1—m( )ﬂ )+f (K( )ﬁ)Ea12m+l( Kl( )ﬁ ).

And by the same argument, we obtain

nm
Ey, . (—Kz(f)'ngaz)

(2.2)
(2.3)

(2.4)

(2.5)
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1

niw niw ni
=1 = e (P )+ P P Byt (),

T T(ay+ 1)
From Eq (2.4), the following result

® es *® ni ® nr nr
fo= ey 2 G 0 ) (Y By (ki ( ) £,
; F(a1+1);1L ;1L 2o IR

- 1*2 - nr - nr nmw
=Y fim=—— k(=L + Y (ka(—Y)Eas 20001 (k2 (— V1) o
HZ:; I'a, + 1) HZ:; L HZ:; L L

holds true. Now, we need to estimate the terms:

[>9)

nmw nm
AN CICS Dy MENICCS T

n=1
and B
nm nm
o Z(Kz(f)ﬁz)zEaz,zazﬂ(—Kz(f)ﬁztaz)fw
n=1
According to the inequality

Co
1+

|[Eqp(—=m)| < nEC,|arg77|<7—2T+60,0<a<2,,8>0,

where 6y, Cy are some positive constants, we get

20 N E 1\2 _ E 1421
; ;««L)ﬁ)Em,M( (P

) nm nmw a
<2 ) (P 2oy (i (P I

n=1

= nm
< Copt*® Z:(/q(f)ﬁl)2 |ful-
n=1

1+ Kl(%)ﬁl I
Furthermore, we recall that f(x) € H*(0, L), then

- nmn nmx
@z = Z; Il cos(— oy

1

= Cy (Z |fn|2<%r>8) <o,
n=0

where C, is a constant independent on 7.
For the term on the right-side hand of Eq (2.9),

(o)

Y (P2

n=1

1
1 +K1(%)ﬁllal

|fal

(2.6)

(2.7)

(2.8)

(2.9)

(2.10)
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(k1 (PEY1)2 g, (EEYP1—€0pa1—e
:tal_H_;Z(l(L)ﬁ) l(L)ﬂ |ﬁl|, (211)

L i (e 1+ (B
holds, when 0 < ¢y < 3/2 and 0 < € < ;. Since

nm\o1—€ a1 —€
sup K](L)ﬁ ! =0y <o
- o, . e 2 9
nedz0 1+ k()P

then

2(11 it 1
Z(K (VP o

n=1

¢ ni
<G ) (P (2.12)

n=1

On the other hand, by Cauchy-Schwarz inequality

(o0 (o8]

P AR IIC S A C O

n=1 n=1
(Z(—) A ) (Z = >2wl+f°-4>]2. (2.13)
n=1 n=1

Noting that €y < 3/2 and 1 < 8; < 2, then 2(1 + ¢ — 4) < 2(B; + ¢ —4) < —1. Combining (2.10),
we can conclude that

(9]

nr
2 PO < o, @19
n=1
Therefore,
b nr nm
£ D () By (VDS = 0G), - fort =0 (2.15)
n=1

with small £ > 0. Similarly, we can verify that

2 Zu (VY Eap st (kA V™) ] = O(*), for £ = 0 (2.16)

n=1

with small & > 0.
Inserting the above two equalities into (2.7), we have

F(a1+1)ZK1( P+ 06 = - H)Zm(—ﬁfn Lo, @)
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Ifdz <a, then

tl1| %)

- N E 1 Otal—azh‘: — 1 N E 2 Ots
a7 1) 24/ ot 00 —F(a2+l);K2<L>ﬂfn+ (&),

holds for t — 0. That means

1 - nmr
T+ 1) ;’Q(f)ﬂ Jo = 0. 19

for + — 0. However, this is impossible. Because if } -, Kz(%)ﬁ2 fn=0,thendueto f, > 0,1 <, <2,

0= ZKZ(%M Sy,

n=1

< (FF S (TP = (TP (0) <0, (2.19)

n=1

This is a contradiction. Hence a; < a@; does not hold. Similarly, @, > a@; does not hold, too. As a
result, we get @ = .

Next, we will prove that 8; = ,, k; = k3.

Now we have the following equation from (2.4)

Z} Ea,m—m(%)ﬂl ) f, = Z Ea,1<—K2<%>ﬁ2r“>fn, (2.20)

for @; = @, = a. By the analytic proposition of E, (), the above equation holds for ¢ > 0. First for
0 < a < 1, we have the Laplace transform of Mittag-Lefller function:

a—1

© nr Z
e VE,  (—=k(—Yt)dt = ————, Rz>0. 2.21
fo ARCEPE = s (2.21)

Taking Laplace transform on both sides of Eq (2.20), we have

o Zaf—l © Za—l
———— = fi—————, Rz>0, 2.22
;fZ“+K1(%)B' ;fZ“+K2(%)ﬁ2 ¢ ( )
i.e.,
> Z _h w.so (2.23)
2+ K (””)ﬁ' — 2% + k(P
That is . o
ZL :ZL, R > 0. (2.24)

Hn+x(PP S+ (TP

We can analytically continue both sides of (2.24) in 7. So (2.24) holds for
nm nm
ne C/({—Kl(f)ﬂ] fns1 U {_KZ(f)ﬂz}nzl)-
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Now we deduce that k(%) = k(%)2. From (2.24), W. L. O. G., we assume that
ki(BY1 < k(2Y>. Then we can take a suitable disc R, which includes —«;(%£)'|,—; but does not
include {—k; (%) },52 U {=k2(%Y*},51. According to (2.24) and the analyticity of both sides of (2.24),

we have
N fn N f fn
—— g dn = —————dn, (2.25)
; ff;. n+ k(PP 7 ,,Z:; R M+ K(EP 7

and hence, the Cauchy integral formula and Cauchy integral theorem yield
2rify = 0. (2.26)

However, f; # 0, i.e., 27if; # 0. Therefore ki (%)% < k(%)% does not hold.

By the same argument, Kl(%)ﬁ‘ > Kz(%)ﬁz does not hold, either. Therefore, there holds
ki(BEY1 = k(%P2 Now, we are in the position to prove k; = k», 81 = B> from k(%) = k(%) Tt is
easy to see that if x; # Kk, or B # [, then there must exist at least a constant n such that
/<1(%)/31 * Kz(%)ﬁz. By analysis of its contrapositivity, we easily have k; = «,, 81 = S». O

In general, the conditions (2.2) is not easy for one to verify. Therefore we give the weak conditions
for the uniqueness:

Theorem 2. Suppose that u(ay, B, k1; x,t) and ux(ay, B2, k23 X, t) represent the solutions of the
inverse problem with @ = @y, 8 = By, kK = k; and @ = a,, B = B2, kK = Kk, respectively. We assume that
the initial data satisfies

f e H*0,L), f/(0) = f(L) = 0 (Comapatible condition), (2.27)
(=aP 2 £(0) £ 0,k =1,2. (2.28)

If uy(ay,B1,k150,0) = ur(az, B2, k250, 1) for 0 <t < T, then
a; = an, ,31 2,32, K1 = K.

Proof. W.L.O.G,letL =1,¢,(x) = V2 cos nzx for n € N and ¢o(x) = 1. Then we consider

D%u(x,t) = —k(=2YPPu(x,1), 0<x<1,0<t<T,
u,(0,1) = u,(1,1), t>0,
u(x,0) = f(x), 0<x<1.
Then .
u(x, 1) = )" Ea 1 (<GP )(f, @n)pn().
n=0

Setting f, = (f, ) V2 for n € N and fy = (f, 1), we have

u(0,0) = fo+ ) Eor(~k(nmt)f,.
n=1

Assume
ua/],ﬁl,kl(()s t) = uaz,ﬁz,kz(()’ t)9 t > 0'

AIMS Mathematics Volume 6, Issue 6, 5909-5923.
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Then due to Podlubny [19] (p.34),

tal Y ! 2a1
D) 2R e 0) O

12 o

== - 2 2a)
- l"(a,2 + 1) - kz(nﬂ')ﬁ (f’ Son)‘pn(O) + 0(t ), ast — 0.

Since f € D((—A)?/?) and (—2)P/? is self-adjoint for k = 1,2, we have

D P (f,0¢n(0) = > (11’ (£, 9)pa(0)

n=1 n=0

= (P 0)0n(0) = > (. (=0F0,)0,(0)
n=0 n=0

= > (8PP £,0)6,(0) = (~aY " £(0).
n=0

Hence we have

1/2 2a1 /2 2,
- S B 0) + O =~ (P F(0) + O™, (2.29)

Now we can prove that a; = a;.
Indeed we assume that @ < a,. Dividing (2.29) by t*!, we obtain

K, k
A 1/2 0) + O(t*") = — —A h /2 02" + O tZ(yz—al )
T@ 1+1)( Y2 F0) + 0™) = —F(a2+1)( Y22 £(0) ( )
By @, < a», letting t — 0, we obtain r((flln)(_A)ﬁl/zf(O) = (, which contradicts (2.29).

The uniqueness proof on 8 and « is the same as that in Theorem 1. O

Remark on (2.29). We can satisfy (2.29) by a generous condition by the comparison principle of

(—a)y2,
3. Two numerical methods

In this section, we propose two numerical methods for solving this problem based least squares
functional. The first is based on Tikhonov method in the function space. The second method is based
on the classical Levenberg-Marquardt optimization method in the discrete Euclid space.

3.1. Tikhonov method combined with the gradient flow

o
Denote a = [ B ] € R3, let u(x, t;a) := u(a, B, k)(x, t) be the unique solution of forward problem.

K
A feasible way to numerical computation for the unknown a is to solve the following minimization

problem.

— 2
min J(a) := min > (||u(a0t> & Ol ) + Alalls) 3.1

AIMS Mathematics Volume 6, Issue 6, 5909-5923.
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The gradient VJ(a) of the functional J(a) is given by

j(‘)T [)u(aﬁKOZ) (M(Gf ﬁ K, 0 t) 6([’))dl + /la
jc‘)T au(aﬁkot) (l/l(af,ﬁ, K, 0’ t) — gls(l’))dt + /lﬂ
j(‘) {)u(aﬂk 0,1) (u(a,ﬁ, K, O, l) — gé(l‘))dt + /1K

Ok

If let VJ(a)=0, then we can get the Euler equation for the minimizer. However, it is a nonlinear equation
and is not easily be solved directly. Here we turn to the approximate solution by the iterative method.
Using the gradient flow method with an initial value ay, we get

da
= = -VJ(a), (3.2)

where ¢ is the artificial time. Using a simple method, i.e. the explicit Euler method, we arrives the
following iteration schemes with a time step size 7:

a™t = o/ —1VI(d)), (3.3)

1.e.,

(IZ(I.f, ﬁ:ﬂj, K=K/

a,j+1 — a’j_Ta, fT au(a’ﬁ’K707 t)
0 o

(u(a’, B, k’,0,1) — g°(t))dt + /laj) :

T
P - ( f %’;’O’Z)L:m e e U@ B 00,0) = g () + /1,81‘);
0 =8, xox

Kj+l = Kj - T (fT _au(a’ﬁ’ K, 0’ t)
0

> |, e, e U@ B K0,0,1) g5(t))dt+/l/<j). (3.4)
K a=a’, f=B', k=K

3.2. Levenberg-Marquardt method

Because in most of the practical applications, the data are measured at discrete times. Assume the
measured data is given by g°(t;), i = 0, 1,--- , g. Let us consider the minimization problem in discrete
case:

llu(a; 0, 1) — & (1)1

where u(a; 0, ;) is the computed data from the forward problem with a given a, which is used to fit the
measured data. A standard method for solving this least squares problem is the Levenberg-Marquardt
method with a damped parameter A which plays the same role as the regularization parameter A in
Tikhonov method. For readability, we give the details of this algorithm:

A updated sequences is given by

at'=a'+Aa’ j=1,2,---, (3.5)

where Aa’ is the updated stepsize of a’ in each iteration step j. We consider the the minimization
problem about Aa’ at each iteration step j:

F(Ad') := |lu(@’ + Aa’;0,1;) = &° (1) (3.6)

AIMS Mathematics Volume 6, Issue 6, 5909-5923.



5919

Make the Taylor expansion for u(a’ + Aa’; 0,1;) at @’ and take a linear approximation, we have
u(a’ + Aa’;0, 1) ~ u(a’;0,4) + V7u(a; 0, ) - a’.
Plus this into (3.6), we get
F(Ad)) := IViu(a; 0, 1) - @’ = (g°(1;) — u(a’; 0, )| (3.7

However, this least square problem is ill-posed due to the original problem, therefore we consider
the Tikhonov method:

F(Ad)) := [Viu(a; 0, ) - @’ = (&(1) — u(@’; 0, )l + AlAd|lgs, (3.8)

where V"u(a; 0, z_‘,-) - a’ is computed by finite difference method and is given by Viu(a; 0,t;) - al =

I hi0,1)—u(al ;0.1 j e . . .
Zzz I uat 2 ey )Aai. Now the minimization problem (3.8) is a linear problem and can be easily

solved for the updated stepsize Aa’ with a regularization A.

3.3. Numerical test

In this section, we consider a simple example to show the effectiveness of the aforementioned
two algorithms, i.e., Tikhonov method and Levenberg-Marquardt method. We want to determine the
parameters (@, 3, k) in the following problem

Du(x, 1) = —k(-A)2u(x, 1), 0<t<T,0< x <7, (3.9)
ou ou

7.0, = =m0 =0, (3.10)
u(x,0) = f(x) = —x*(3n/2 — x). (3.11)

The exact solution is given by

3 ®© _1\n+l
u(x,t) = —ﬂz + HZ:; Eml(—/mﬁt")[lz(l +7n(141) )] cos(nx). (3.12)

Now the input data g(¢) := u(0, ¢) is obtained and the noisy data g°(¢) is generated in the following
way:

g1 =g + o), (3.13)

where o(f) = 0r(t) and r(¢) is a random number between [0, 1] and & = max{g(¢)} * n% is the noise
level. In the numerical experiment, we fix the parameters 7 = 1, = 1. The algorithm of calculating
Mittag Leffler function is given in [20]. First we plot the solution u(x,t = 1) of direct problem when
a = 05,86 = 1.2,« = 0.10, which is shown in Figure 1. The input exact data g(7) is displayed in
Figure 2.

AIMS Mathematics Volume 6, Issue 6, 5909-5923.
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=0.5,3=1.2

1) when «

the solution u(x,t

3.5

Figure 1. The solution u(x, ¢) at the time ¢ = 1 for the direct problem.

input data g(t)

_0.2 1 1 1 1 1 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 2. The input data for reconstruction.
The exact fractional orders and diffusion coeflicient are @ = 0.5,5 = 1.2, = 0.10.
In the numerical test for the Tikhonov method, the parameters and their values in the computation

are listed below:

AIMS Mathematics Volume 6, Issue 6, 5909-5923.
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1. Summing idex of u(x, ) in (3.12): n = 20 is taken.

2. The number of t; = i/q € [0,1],(i = 0,---,¢g) and ¢ = 20 in two methods (g is the total points
for trapezoidal rule of the numerical integral in (3.4)).

3. Stepsizes 14(s = @, ,«) in (3.4) for coputing the derivatives g—g , g—/’;
method: 7, = 75 = 7, = 0.01.

4. The initial guess for (a, 8, k) = (0.4, 1.0,0.05).

5. The regularization parameter 4 = 0.001.

6. The iterative step size is 7 = (0.07,0.01,0.02).

6. Stop criterion: when |la’*! — a’|| < 0.01.

Finally we obtain the approximate value (a,8,k) = (0.5289,1.1836,0.0943). Keep the same
parameters with the damped parameter A = 0.001, we use the Levenberg-Marquardt method to get the
approximate value where we don’t use the Matlab optimization toolbox on Levenberg-Marquardt
method.

and % by finite difference

(a,B, k) = (0.4933,1.1968, 0.0998).

This result shows the numerical methods are effective. Here we list more results using the above
parameters for the Levenberg-Marquardt method. First we fix the initial guess for @ = 0.1, = 0.05
and let S range from 1 to 1.4. The numerical results are displayed in Table 1.

Table 1. Numerical results for different initial guesses with fixed @ = 0.1, x = 0.05.

B Approximation for (a, 5, k)
1 (0.4992;1.2012;0.1001)
1.1 (0.5015;1.2016;0.1002)
1.2 (0.49995;1.2014;0.1002)
1.3 (0.5011;1.19999;0.09953)
1.4 (0.4981;1.202;0.09999)

The numerical results show that the methods are stable.

4. Conclusions

In this paper, we give the proof of uniqueness for determining three parameters in a time-space
fractional diffusion equation by means of observation data from accessible boundary. By our
uniqueness result a Tikhonov method and the Levenberg-Marquardt method are tested preliminarily.
Some further research on the stability of the proposed methods will be investigated in the future.
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