AIMS Mathematics, 6(5): 5040-5052.
ATIMS Mathematics DOI: 10.3934/math.2021298
%5 Received: 10 July 2020

o Accepted: 01 March 2021
http://www.aimspress.com/journal/Math Published: 08 March 2021

Research article

Square-mean asymptotically almost periodic solutions of second order
nonautonomous stochastic evolution equations

Jinghuai Liu*and Litao Zhang
School of Mathematics, Zhengzhou University of Aeronautics, Zhengzhou, 450046, China

* Correspondence: Email: l[jhcumt@ 163.com.

Abstract: In this paper, we study the existence of square-mean asymptotically almost periodic mild
solutions for a class of second order nonautonomous stochastic evolution equations in Hilbert spaces.
By using the principle of Banach contractive mapping principle, the existence and uniqueness of
square-mean asymptotically almost periodic mild solutions of the equation are obtained. To illustrate
the abstract result, a concrete example is given.

Keywords: square-mean asymptotically almost periodic function; mild solution; second order
nonautonomous stochastic evolution equations
Mathematics Subject Classification: 60H15, 47D99

1. Introduction

The concept of asymptotically almost periodicity was introduced by Fréchet [1] in the early 1940s.
The study of almost periodic solutions and asymptotically almost periodic solutions of differential
equations have become a hot spot in the qualitative theory of differential equations [2—13].
Huang [13] established the asymptotically almost periodic solutions of the delayed Nicholson-type
system involving patch structure

n m
x(1) = —ay()x; (1) + Z a;j(0)x;(1) + Zﬂij(l)xi(f — 73;(1))eYHONTHO),
j=Lj#i =1
with weaker conditions.

In recent years, some scholars have established the asymptotic almost periodic theories in
probability to study stochastic processes. These theories have good applications prospect in statistics,
mathematical physics, mechanics and mathematical biology. Cao [14] studied the asymptotically
almost periodic solutions of first order stochastic functional differential equation

dx(t) = (Ax(t) + F(t, x(1), x,))dt + G(t, x(t), x,)dW(t), t € R
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Where A : D(A) C L*(P, H) — L*(P, H) generates strongly continuous semigroups {T(f)},so. W(?) is a
Q-Wiener process with covariance operator Q whose value is taken on L*(P, H).

Liu [15] studied the asymptotically almost periodic mild solutions for the class of stochastic
functional differential equations

dx(t) = (A(D)x(t) + F(¢, x(1), x,))dt + G(¢t, x(), x,)dW(¢t), t € R

where A(¢) : D(A) ¢ L*(P,H) — L*(P,H) can display the center flow. W(¢) is a certain Q-Wiener
process with covariance operator Q whose value is taken on L*(P, H).

On the other hand, the second order stochastic differential equation is the correct model of
continuous time, which can be used to explain the synthesis process of making it into continuous
time. McKibben [16] first established the second order damped functional stochastic evolution
equation. In addition, McKibben [17] studied the existence and uniqueness of mild solutions for a
class of second order neutral stochastic evolution equations with finite delay. Since then, it has
attracted people’s attention in many literatures, such as [18-22]. The existence of solutions for the
second order abstract Cauchy problem is closely related to the concept of cosine function. Research
on abstract second order differential equations controlled by evolutionary operators {U(t, s) : t, s € J}
was developed by Kozak. Kozak [23] has proved that homogeneous equation

u’'(t) = AHu(t), te J

with
u(s) = x,u'(s) =y
exists a mild solution u(r) = =2 U(z, $)x + U(t, )y + || U(1,&)f(€)de.

Various methods for determining the existence of evolution operators generated by the family of
{A(?) : t € J} can be found in references [24,25]. It is a better way to study the second order differential
system directly instead of transforming it into the first order system.

Recently, Ren [26] established the existence and uniqueness of mild solutions to the following
second order nonautonomous neutral stochastic evolution equations with infinite delay, which are
driven by standard cylindrical Wiener process and independent cylindrical fractional Brownian
motion.

dly' (1) = f(t,y)] = [A@y(0)dt + g(t, y)ldt + h(t,y)dW (1) + o()dBg(t), t € I = [0, T]
and
Yo=¢ €8,y (0)=¢.
The existence of asymptotically almost periodic solutions for second order nonautonomous
stochastic evolution equations is an untreated topic. Under the stimulation of these works and certain
conditions, and by using the Banach contraction mapping principle and the evolution operator theory,

this paper established the existence and uniqueness of square-mean asymptotically almost periodic
mild solutions to the following second order nonautonomous stochastic evolution equations

dx' () = A@®)x(0)dt + F(t, x(2))dt + G(t, x(1))dW(r), t € R" = [0, +0) (1.1)

with
x(0) = xo, x(0) = x, (1.2)
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in a real separable Hilbert space, where {A(7)};5¢ is a family of linear closed operators from X into X
that generate an evolution operators {U(?, 5)}; >0, and {W(#)},5o is a Q-Wiener process. Here F, G are
appropriate functions specified later.

The structure of this paper is as follows. In Section 2, we introduce the concepts of evolution
operator, square mean asymptotically almost periodic stochastic process, and give some properties
and Lemmas of them. In Section 3, we obtain the existence and uniqueness of the square-mean
asymptotically almost periodic mild solution for the second order nonautonomous stochastic
evolution equation. In Section 4, we give an example to illustrate our main results.

2. Preliminaries

In this section, we give some definitions, basic properties and Lemmas, which will be used in the
sequel. As in [5-10, 27-29], two real separable Hilbert spaces are represented by (H, || - ||, {-,-)) and
(K, || - Ik, {-,-)). Denote the complete probability space by (Q, F, P) . The symbol L?>(P, H) denotes the
spatial variable x of all random variables with the value of H, such that

Ellx* = f IXlPdP < co.
Q

For x € L*(P, H), let

1

Il = ( | ||x||2dp)2 .

Then it is a Banach space equipped with the norm || - ||.
Definition 2.1 (see [5]) A stochastic process x : R — L*(P, H) is said to be continuous in the
square-mean sense if
ltgrg E|lx(?) — x(s)|* = 0, forall s € R.

Definition 2.2 (see [5]) Let x : R — L*(P, H) be continuous in the square-mean sense. x is said to
be square-mean almost periodic if for each & > 0, there exists /() > O such that any interval of length
(&) contains at least a number 7 for which

sup Ellx(t + 7) — x| < e.
teR

The collection of all such functions will be denoted by AP(L*(P,H)). AP(L*(P,H)) is a Banach

space when it is equipped with the norm ||x||.c = sup(E ||x(t)||2)%.
teR
Definition 2.3 (see [5]) A continuous function f : R x L*(P,H) — L*(P, H), (t,x) — f(t,x) which

is jointly continuous, is said to be square-mean almost periodic in ¢ € R uniformly for all x € K, where
K is compact subset of L*(P, H), if for any & > 0, there exists I(g, K) > 0 such that any interval of
length /(e, K) contains at least a number 7 for which

sup E||f(t +7,x) — f(t, 0| < &

teR

for each stochastic process x : R — K.
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The set of all these functions is represented by AP(R x L*(P, H), L*(P, H)) .
The notation Co(R*, L*(P, H)) denotes the set of all continuous stochastic processes ¢ from R* into
L*(P, H), such that lim Eljo(?)||*> = 0. Similarly, we use Co(R* X L>(P, H), L*(P, H)) to denote the space
—+00

of all continuous functions ¢ : R* x L*(P,H) — L*(P, H) such that lim E||¢(z, x)||*> = 0, uniformly for
t—+00

x in any compact subset of L*(P, H).

Definition 2.4 (see [14]) A stochastic process f : R* — L?(P,H) is said to be square-mean
asymptotically almost periodic if it can be decomposed as f = g + h, where g is square-mean almost
periodic function and i € Co(R*, L*(P, H)).

By AAP(R*, L*(P, H)) we denote the collection of all such functions.

Definition 2.5 (see [14]) A stochastic process f : R* x L*(P, H) — L*(P, H) is said to be square-
mean asymptotically almost periodic in ¢, uniformly for x in compact subset K of L*(P, H), if it can
be decomposed as f = g + h, where g is square-mean almost periodic function and 7 € Cy(R* X
L*(P,H), L*(P, H)).

Denote by AAP(R* x L*(P, H), L*(P, H)) the collection of all such functions.

The following Lemma generalizes Theorem 5 of [2]. It can be proved in an analogous way.

Lemma 2.6 A continuous function f : Rt — L*(P,H) is square-mean asymptotically almost
periodic if and only if, for every & > 0, there exists L(g, E||f|*, L*(P, H)) > 0 and a relatively dense
subset of R*, denoted by T(e, E||f|]*>, L>(P,H)), such that E||f(t + ) — f()|* < & for every
t > L(&, E||fII>, L*(P, H)) and every T € T(e, E||f]|*, L*(P, H)).

The following Lemmas can be obtained directly from [14].

Lemma 2.7 (AAP(R*, L*(P, H)),|| - ||) is a Banach space with the norm given by

lxlleo = sup [lx(®)ll = sup(Ellx()[I?)>.

teR* teR*

Let K c L*(P, H). We denote by Cx(R* x L*(P,H), L*(P, H)) the set of all the functions f : R* X
L*(P,H) — L?*(P, H) satisfying f(t,-) is uniformly continuous on L*(P, H) uniformly for ¢ € R".
Lemma 2.8 Let x € AAP(R", L*(P,H)) and f € AAP(R* x L*(P,H), L*(P,H)) N Cx(R* x L*(P, H),
L*(P, H)) with K = {x(t),t € R*}. Then f(t, x(t)) € AAP(R*, L*(P, H)).
This concept of evolution operator has been developed by Kozak [23], recentley used by Henriquez
et al. [24, 25] and Ren [26].
Definition 2.9 The familly {U(?, 5)}, ;>0 1s said to be an evolution operator generated by the {A(#)},»0
if the following conditions hold:
(A1) for each x € X the map (z, s) — U(t, s)x is continuously differentiable and
(a) foreachr € R*, U(t,1) = 0;
(b) for all ¢, s € R*, 2U(t, 5)x|,=; = x and LU(1, $)x|i=s = —x.
(A2) for all t, s € R*, if x € D(A()), then %U (t, s)x € D(A(1)), the map (z, s) — U(t, s)x is of class
C? and
(@) ZU(1, 5)x = ADOU(L, $)x;
(b) ZU(t, )x = U(t, HA(9)x;
(©) 5 U, )= = 0.
(A3) for all t,s € R*, if x € D(A(¢)), then %U(t, s)x € D(A(?)), there exist %U(r, S)X,
2_U(t, s)x and

0520t
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(a) aza;as U, s)x = A(t)%U (t, s)x. Moreover, the map (¢, s) — A(I)% U(t, s)x is continuous;

(b) 52=U(1, 5)x = 2U(1, 5)A(s)x.

3. Results

In this section, we suppose that the following assumptions hold:
(H;) The evolution operator {U(?, 5)}; >0 generated by A(t) satisfies the following conditions:
(1) There exists constants My, M; > 0 such that

0
WU, $)|| < Moe™®", Ha_U(t’ )| < Mye
s

forallt>s>0and 6 >0.
(2) For each &, > 0, there exists constant /(g1) > 0, such that every interval of length /() contains
a constant 7 with the property that

UG+ 7,5 +7)— Ut s)|| < g1,

for all ¢, s € R* , where 6 > 0 is the constant required in (1).
(H») The functions F,G : R* x L*(P, H) — L*(P, H) satisfy the following conditions:
(1) F,G € AAP(R* x L*(P,H),L*(P,H)) and F(t,-), G(t,-) are uniformly continuous in every
bounded subset K C L*(P, H) uniformly for ¢ € R*;
(2) there exist constants Lr, L > 0 such that

E|IF(t,x) = F(t, II* < LrEllx - yIP,

E|IG(1,x) = G(t,)I° < LeEllx -y,

forall x,y e Kandt € R".

Definition 3.1 An F,-adapted continuous stochastic process x(f) is called a mild solution to
problems (1.1) and (1.2) if the following hold:

(1) xo, x; satisfying [lxol* < oo, [lx][* < oo;

(2) the stochastic integral equation satisfied

!

x(1) = —%U(i, O)xo + U(£,0)x; + f U, s)F(s, x(s))ds + f U(t, s)G(s, x(5)dW(s) (3.1
0 0
forall r € R*.

Lemma 3.2 Assume that (H,) is satisfied. If v : R* — L?*(P, H) is square-mean asymptotically
almost periodic, then the function

!
u(t) = f U(t, s)v(s)ds, teR"
0
is square-mean asymptotically almost periodic.

AIMS Mathematics Volume 6, Issue 5, 5040-5052.



5045

Proof Let & > 0 be given and T(E e, EVI2, LA(P,H)), L = L(%e& EIVIP, L*(P,H)) be as in

Lemma 2.6. Let L; > 0 and 2 —2 10M5 2511, PEWPP <% Fort>L+LjandT € T(%g, E|v|, L*(P, H)), by
using the Cauchy-Schwarz 1nequa11ty, one has

Ellu(t + 7) — u(n)|?
2

=F f ' U@+ 1, 5)v(s)ds — f Ul(t, s)v(s)ds
0 0

T L
= E” f U@t + 1, 5)v(s)ds + f Ut+1,5s+10)W(s+71)—v(s))ds
0 0

+ f Ut+1,5+1)0(s + 1) — v(s))ds + f UG +1,5+7) - UG, s))v(s)ds]||
L 0

T 2 L 2
<4F (f U+ T, s)v(s)llds) +4E (f U+ 71,5 +7)(v(s+7)— v(s))llds)
0 0
2

t 2 t
+4FE (f U+ 7,5 +7)(v(s+7)— v(s))llds) + 4E (f WU@+T,s+71)— U, s))v(s)lla’s)
L 0

2 2

T L
< 4M;E (f e“s(t”_s)llv(s)llds) +4ME (f eI y(s + 1) — v(s)llds)
0 0

; !
+4ME (f e (s +7) - v(s)llds) +4elE (f e‘a(’_s)IIV(S)lldS)
L 0
2

T 2 L
< 4M; ( f e—‘“’”—”ds) E|p|* + 16M; ( f e—5<f-s>ds) E|p|?
0 0
/ 2
+4M; (f e“s(’_s)ds)
L

2 2

2

!
E|v(t + 1) = v(O)|* + 4&7 ( f e-5<f-s>ds) E|v|]?
0

2 16 M? 4M2 432
< —Le P E|IP + —Le P DEIP + —2& + —E|
02 02 02 02
and hence

Ellu(t + 1) — u(@®)|? < &.

Therefore, by Lemma 2.6, u(t) € AAP(R*, L*(P, H)). This completes the proof.
Lemma 3.3 Assume that (H,) is satisfied. If v : R — L*(P, H) is square-mean asymptotically
almost periodic, then the function

w(t) = f U(t, s)v(s)dW(s), teR*
0

is square-mean asymptotically almost periodic.
Proof Lete > 0 be given and T(¢, EVI1*, L*(P, H)), L = L(%¢, E|V|I*, L*(P, H)) be as in Lemma 2.6.

Let Ly > 0 and 8¢~ 20L-D g2 < £ Let W(s) = W(s + 1) — W(r) for each s > 0. Note that W is
also a Brownian motlon and has the same distribution as W. By using Itd’s isometry identity [27] and
Cauchy-Schwarz inequality, we have
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Elw(t + 1) — w(t)|?
2

=F f ' Ut + 1, 5)v(s)dW(s) — f U(t, s)v(s)dW(s)
0 0

= E| j; ' U(t + 7, sH(s)dW(s) + fo " Ut + 7,5 + T)(v(s + 7) = v(s))dW(s)

+ fL t Ut + 7,5 + T)(v(s + T) — v()dW(s) + fo t(U(t + 7,5+ 1) = U(t, $)v(s)dW(s)|]
<4E fo U + 7, 9)lIv(s)I ds + 4E fOL UG + 7,5 + DII(s +7) = v()I* ds

+4E th U@+ 7,5+ D(v(s + 7) = v()I ds + 4E fot (U + 7,5 +7) = U@ )V ds
< 4M; fo ' e XTI v(s)|Pds + 4M; fo " e PEIE (s + 1) — v(s))|Pds

! !
+4M; f e XIE|v(s + 1) — v(s))IIPds + deT f e XIE|v(s)|Pds
L 0

M2 M2 2M5 26
< Z 02 R + —Le DRI + —Le + ZLE|p|R.
5 5 o) o

For t > L(%s, E|VI>, L>(P,H))+ L, T € T(%s, E|v|?, L*(P, H)), we obtain
Ellw(+ 1) —w@|? < &.

Therefore, by Lemma 2.6, w(f) € AAP(R*, L*(P, H)). This completes the proof.

Theorem 3.4 Assume that assumptions (H;)-(H3) hold. If M, (25% + %G) < 1, the stochastic
differential equations (1.1) and (1.2) have a unique square-mean asymptotically almost periodic mild

solution.
Proof Define the operator I' : AAP(R*, L*(P, H)) — AAP(R*, L*(P, H)) by

IT'x)(®) —%U(r, O)xo + U(t,0)x; + f U, s)F(s, x(s))ds + f U(t, s)G(s, x(5)dW(s)
0 0

—%U(t, 0)xo + U(2,0)x; + (I'1x)(2) + (T2x)(0),

where (1)(1) = [ U(t, )F(s, x(s))ds, (T20)(1) = [} U(t, )G(s, x(5))dW(s).
We need to prove that I is well defined that is T(AAP(R*, L*(P, H))) C AAP(R*, L*(P, H)).
From previous assumptions of {U(t, 5)}; ;~o, one can easily see that

IA

0 0
Ell = 22U, 0)xo + U(r, 0)xiI° 2E| - 22U, 0)xoll® + 2EU (2, 0)x 1P

A

2Mie ™ El|xol|* + 2Mie ' E||x,||*.
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then we get

0
lim E|| - =U(t,0)xo + U(z,0)x;|* = 0,
t—>+00 os

that is —2 U(t,0)xo + U(t,0)x; € Co(R*, L*(P, H)).

Let x € AAP(R*, L*(P,H)). By (H,) and Lemma 2.8, the function F(¢, x(t)) and G(t, x(t)) belongs
to AAP(R*, L*(P, H)).

By Lemma 3.2 and 3.3, I’ maps AAP(R", L*(P, H)) into itself. To complete the proof, it suffices to
prove that I has a fixed point. Clearly, we get

E|ITCx)(1) = @)@ = ENT120() = 1)) + T2x)(0) = Cay)@)°

< 2E((T120(1) = Ty OIF + 2ENT2x)(1) = Cay)(@)I°
2

=2F

fo U(t, s)[F(s, x(s)) = F(s, y(5)]dW(s)

2
+2F

f U, $)[G(s, x(s5)) = G(s, y(5)[dW(s)
0
2

smﬁE(fe%“WW@w@»—F&Jumuﬂ
0

).

+2E(

f U(t, $)[G(s, x(5)) = G(s, y(5)]1dW(s)
0

We evaluate the first term of the right-hand side as follows:

2

E (f e ""INF(s, x(s)) — F(s, y(s))||ds)
0

<E [( f 6‘5("‘)dS) ( f e INF (s, x(s) = F (S,y(S))IIZdS)]
0 0
< ( f e“s("s)ds) ( f e ""VE||F (s, x(s) = F (S,y(S))IIZdS)
0 0

! !
su feMﬂwﬂj¢ﬂHmm®—meﬁ
0 0

" 2
<Lp f e“s("s)dS) sup E||x(2) -y
0

>0

) 2
<Ly f e-“f-”ds) sup E||x(t) — y®|I*
0 t>0

L
< 6—5 sup E||x(t) — y(@)II*.
0

As to the second term, we use again an estimate on the Itd’s integral established in [27] to obtain:
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E(]| fo U(t, $)[G(s, x(5)) = G(s, y(sNIdW (s)II)’
< E(fo U@, $)IG(s, x(5)) = G(s, y(5))Ids

!
< M; f e I E|G(s, x(5)) — G(s, y(s))|*dss
0

>0

t
< ML ( f e‘z‘s(’_s)ds) sup E||x(2) — y(t)II?
0

< MiLg ( f e—25<’—s>ds) sup E||x(f) — y(0)|]*
0

>0
M?Lg
< 56 sup E||x(t) — y(0)II*.

>0

So, we have
2L L
EITx)(@) - Ty)OIF < M; (5—2F + 76) SU(I)) E|lx(t) = y(OII%,
that is
2 2(2Lr  Lg 2

I(Tx)(2) — XY@z < M (? + 7) Sug [lx(2) = y(DII5. (3.2)

Note that )
Sug) llx(?) = y()II3 < (Sug [|x(2) — y(t)llz) . (3.3)

Hence, by (3.2) and (3.3), for ¢t > 0, we obtain

2L L

IT)@) = @@l < Mo 4 /(5—f + §)||x<t) =y (D)lls-
2L L

IT2() = Y (Olleo < Mo 4 /(6—;” + f)nx(t) ~ YOl

which implies that I is a contraction mapping by M, (Z(SL—{ + %G) < 1. So by the Banach contraction

Therefore, we get

mapping principle, we conclude that there exists a unique fixed point x(-) for ' € AAP(R*, L*(P, H)),
such that I'x = x, that is

i

a t
Tx)() = ~3s U(t,0)xo + U(t,0)x; + f U(t, s)F (s, x(s))ds + f U(t, s)G(s, x(s))dW(s),
0 0
for t > 0. This completes the proof.
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4. Example

To complete this work, we apply the previous results to consider the following second-order
stochastic partial equation

O t,6) _ (82(1,€) 9z(t,£)

FY R o + a(t)a—g ot + f(t,z(t,€)0t + g(t,2(t,£))dW(t), t >0, £€[0,nr] (4.1)
with
72(t,0) =z(t,m) =0, >0 “4.2)
and
0
2(0, ) = z0(6), &Z(O, & =), £€[0,n7], 4.3)

where W is a Q-Wiener process with TrQ < oo and f, g are appropriate functions.
Take H = L*([0, ]) equipped with its natural topology. The operator A(f) = A + B(t), where A
2
is defined by Az = <X, with D(A) = {z € H : 2(0) = z(m)} and B()z = a()SE. The spectrum

dfz E)
of A consists of the eigenvalues —n? for n € N, with associated eigenvectors e,(£) = \/szne’”f ,n e N.
Furthermore, the set {e, : n € N} is an orthonormal basis of H. In particular, Ax = Y. —n*(x, e,)e,,
n=1

x € D(A). It is well known that A generates a cosine function C(¢) on H, defined by

(o)

Cltx = Z cos(nt){x,e,ye,, t€ER,
n=1

with associated sine function

sin

t
( )(x, ee,, tER.
n

S(f)x = x, egdey + Z
n=1

It is clear that ||C(¢)|| < 1. It is easy to see that A(f) = A + B(t) is a closed linear operator, and
U(t, s) : H — H is well defined and satisfies the condition of Definition 2.9. We refer to [24] for more
details.

Let z(1)(¢) = z(t,&). Define F : [0,nr] x H - H,G : [0,7r] X H — L,(H) by F(t,2)(-) = f(t,z(t,-))
and G(t,2)(-) = g(t,z(¢,-)). Therefore, the above system can be be written in the following abstract
form:

d7 (t) = A(D)z(t)dt + F(t, z())dt + G(t, z(t))dW(¢), t € R = [0, +0) 4.4)

with
2(0) = 20,7'(0) = z;. (4.5)

Assume that U(t, s), F and G satisfy the conditions of Theorem 3.4. Then the above system has a
unique square-mean asymptotically almost periodic solutions.
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5. Conclusions

This paper established the existence and uniqueness of square-mean asymptotically almost periodic
mild solutions for a class of second order nonautonomous stochastic evolution equations in Hilbert
spaces. The results are based on the properties of evolution operators and the Lipschitz condition.
However, if we generalize the results to the second order nonautonomous neutral stochastic evolution
equations with infinite delay or not, can we get similar results? This is an interesting and meaningful
work. In the future, we will study these problems. Also, we will study the asymptotically almost
periodic mild solutions of other types of second order nonautonomous stochastic differential equations.
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