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Abstract: By using some inequalities for linearly negative quadrant dependent random variables,
Berry-Esséen bound of wavelet estimation for a nonparametric regression model is investigated under
linear process errors based on linearly negative quadrant dependent sequence. The rate of uniform
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1. Introduction

Consider the classical nonparametric regression model
Yni = g(xni) + Enis 1 <i< n, (11)

where {g,;, 1 <i < n} are random errors and {x,;, | <i < n} are known fixed design points, g(-) is an
unknown bounded real valued function on [0, 1]. It is well known that the model (1.1) has been widely
studied by many authors in the literature. The uniformly asymptotic normality for a general weighted
regression estimator of g(-), which was proposed by Georgiev [1], had got extensive investigated. One
can refer to Georgiev [2] under independent random errors, Roussas et al. [3] under strong mixing
random errors, Yang [4] under negatively associated errors, and so on. Under the assumption that the
errors case is a weakly stationary linear process based on a martingale difference sequence, Tran et
al. [5] studied the asymptotic normality. Liang and Li [6] obtained the Berry-Esséen bound based on
linear process errors under negatively associated random variables.

In recent years, wavelets techniques, owing to their ability to adapt to local features of curves, have
been widely used in statistics, engineering and technological fields. Many authors have considered
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employing wavelet methods to estimate nonparametric and semiparametric models. For instance, one
can refer to the papers [7-13].

The problem we face here is to derive a Berry-Esséen bound of wavelet estimator of g(-) proposed
by Antoniadis et al. [7]

2(t) ; Y fA | E,(t, $)ds, (1.2)

where the wavelet kernel E,,(¢, s) can be defined by E, (¢, s) = 2" Y 1cz ¢2"t — k)p(2"'s — k), ¢(-) is a
scaling function, m = m(n) > 0O is an integer depending only on n, A; = [s;_,s;),1 = 1,2,--- ,n are
intervals that partition [0, 1] .

We recall the concepts of negative associated (NA, in short), negative quadrant dependent (NQD, in
short) and linearly negative quadrant dependent (LNQD, in short) sequences.
Definition 1.1. [14] A finite collection of random variables {X;},<;<, are said to be NA, if for every
disjoint subsets A, B c {1,2,--- ,n}

Cov(f(Xi,i € A),g(X;, j € B)) <0,

where f and g are real coordinate-wise nondecreasing functions such that this covariance exists. An
infinite sequence of random variables {X,},>; are said to be NA, if for every n > 2, X;, X5,--- , X, are
NA.

Definition 1.2. [15] Two random variables X, Y are said to be NQD, if for any x,y € R,

PX <x,Y <y)< P(X <x)P(Y <Y).

A sequence of random variables {X,},> are said to be pairwise negative quadrant dependent (PNQD,
in short), if every pair of random variables in the sequence are NQD.

Definition 1.3. [16] A sequence {X;}<;<, of random variables are said to be LNQD, if for any disjoint
subsets A, B C Z* and positive r's, 2iea riXi and X jep ;X are NQD.

Remark 1.1. It easily follows that if {X,},>; is a sequence LNQD random variables, then {aX,, + b},
is still a sequence of LNQD, where a and b are real numbers. Furthermore, NA implies LNQD from
the definitions, LNQD random variables are NQD random variables, but the converse is not true.

The concept of LNQD sequence was introduced by Newman [16], some applications can be found in
many monographs. For example, Newman investigated the central limit theorem for a strictly stationary
LNQD process. Wang et al. [17] established the exponential inequalities and complete convergence
for a LNQD sequence. Li et al. [ 18] obtained some inequalities and gave some applications for a fixed-
design regression model. Ding et al. [19] derived the Berry-Esséen bound of weighted kernel estimator
for model (1.1) based on linear process errors under a LNQD sequence.

In this paper, we shall consider the above wavelet estimator of nonparametric regression problem
with linear process errors generated by a LNQD sequence. Our main purpose is to derive the Berry-
Esséen bound of the wavelet estimator (1.2).

The layout of the rest is as follows. In Section 2, we present some basic assumptions and main
results. In Section 3, some preliminary lemmas are stated and proof of Theorem 2.1 is provided. In
Section 4, proofs of some preliminary lemmas are given. The Appendix contains some known results.

Throughout the paper, C, Cy, C», - - - denote some positive constants not depending on n, which may
be different in various places. | x| denotes the largest integer not exceeding x. All limits are taken as
the sample size n tends to oo, unless specified otherwise.
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2. Some basic assumptions and main results

To obtain our results, the following basic assumptions are sufficient:
Assumption (A1) For each n, {€,;,1 < i < n} have the same joint distribution as {£;,--- ,&,}, where
& = Z;i_w lajle,—; and {a;} is a sequence of real numbers with Z;‘;_w laj| < co. Here {e;} are identically
distribution, LNQD random variables with Ee, = 0, E|eo|*™ < 00,0 <6 < 1.
Assumption (A2) The spectral density function f(w) of {&;} is bounded away from zero and infinity,
ie., forwe (-n,7],0 < C; < f(w) < C, < 0.
Assumption (A3) (i)¢(-) is r— regular (r is a positive integer), and satisfies the Lipschitz condition
with order 1 with a compact support. Furthermore, (&) — 1| = O(&) as & — oo, where ¢ denotes the
Fourier transform of ¢. (ii) max;<i<, |s; — si—i1| = O(n™").
Assumption (A4) (i) g(-) € H",v > 1/2, where H" presents Sobolev space of order v, i.e., if h € H”
then f [n(w)P(1+w?) dw < oo with & denoting the Fourier transform of A. (ii) g(-) satisfies the Lipschitz
condition of order 1.
Assumption (AS) There exist positive integers p := p,,q = ¢, and k := k, = L%J, such that,
for p+q < 3n,gp™' — 0, and let y;, — 0,i = 1,2,3, where ¥y, = gp~'2", 95, = pn~ 12", y3, =
n(Z|j|>n |aj|)2-
Remark 2.1. Assumption (A1) is the general condition of the LNQD sequence, Assumptions (A2-A4)
are mild regularity conditions for wavelet estimate in the recent literature, such as Sun and Chai [10],
Lietal. [11,12], Liang and Qi [8]. In Assumption (AS) y;, — 0,i = 1,2, 3 are easily satisfied if p, g, m
are chosen reasonable, see e.g., Li et al. [11, 12] and Liang et al. [6, 8].

In order to formulate our main results, let 0'% = aﬁ(t) = Var(g,(t)) > 0,8, := §,() = 0,'{2.(t) -
Eg, (D)}, u(q) = SUp ;-4 Zj:lj—iqu |Cov(e;, e))l.
Theorem 2.1. Assume that Assumptions (A1)—(AS5) are satisfied, then for each 7 € [0, 1], we have

sup [P(S,(1) < %) = @) < Cy)} + 7,07 +95,7 + 73, +u' (@), 2.1
where ®(x) is the distribution function of N(0, 1).
Remark 2.2. Theorem 2.1 extends the results of Li et al. [11] from associated samples to linear process

errors generated by a LNQD sequence.
Corollary 2.1. Assume that conditions of Theorem 2.1 hold and u(1) < oo, for each ¢ € [0, 1], then

sup |P(S (1) £ x) — D(x)| = o(1). (2.2)
Corollary 2.2. Under the conditions of Theorem 2.1, let 6 = %, n™'2" = O(n™*), u(n) = O(n_;ﬂ;-p]) and
ilg) (n$) |j|2>n la;| < oo, where % <p<6O<1,foreacht e [0,1], then
sup |P(S ,(f) < x) — O(x)| = O~ ). (2.3)
Remark 2.3. From Corollary 2.2, taking # = 1 and p = %, the rate of convergence is near O(n~'/%).

3. Some preliminary lemmas

In order to prove our main results we introduce the following preliminary lemmas. At first, some
notations are introduced for the sake of convenience and brevity.
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According to the Eq (1.1) and (1.2), we have

S, = 0';1 ;f,- jf; E,.(t, 8)ds
= a;1§£ E,(t, s)ds Z lajlei-; + o, Zf E,.(t, s)dsZ lajle;;

i Jj=—n |jl>n

=851+ 5.

Note that

2n min{n,l+n}
Sln = Z O-r:l( |al l|f m(t S)ds]el - Z an
I=1-n

I=1-n i=max{ ll —n}
SetSl" = S’1n+Sllln+Sll,r:’WhereS/ln = m= lynmaS” er(n:ly;’tm’slll,: :y;,k_H’ Yom = Zf:]:mp_lzni,y;m =
S Zoi Yigor = Zprgrnst Zuin k= (M= D(p+ @) + 1 =n, Ly = (m=1)(p+q)+ p+1-nm=
1,2,--- ,k. Then we have §,, = § + 87 +S87 + S,
Lemma 3.1. Assume that (A1)— (AS) are satlsﬁed then
(DES|)* < Cyiny EST))* < Cyany E(S20)* < Cyu;
PS> 4'P) < O, PAST = Y1) < Cyl“ P(IS2l 2 ;) < Oy,
Lemma 3 2. Suppose that (A1)—(A5) hold, let s2 = Zm: Var(y,), then

1/2 1/2

|52 = 11 < Co? + 9% + i + u(q)).

Let {nm, : m = 1,2,--- ,k} be independent random variables and 7,,, have the same distribution as
Yam, M = 1’ 27 e ’k- Set Hn = Z]:nzl Hum-
Lemma 3.3. Under Assumptions (A1)—(AS), we have

sup |P(H, /s, < x) — D(x)| < Cy37.
Lemma 3.4. Under the Assumptions of Theorem 2.1, we have
sup [P(S1, < x) — P(H, < x)| < CoA7 +u'*(g)).

Lemma 3.5. Assume that (A1)—(A5) are true, then

ai(t) = C2"n~!, (1) <C.

f E,.(t, 8)ds
A;

Proof of Theorem 2.1. Similar to the proof of Theorem 2.1 in [6], it is easily seen that

SUpIP(S1, < 1) = @] < sup|P(ST, < 1) = P(H, < )

ln—

+sup |[P(H, < 1) = D(t/s,)| + sup |D(t/s,) — D)

:=Dy+ D, + Ds.
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From Lemma 3.2 and Lemma 5.2 in Petrov [20], it follows that

D; <(2re) (s, — DI(s, > 1) + Qme) *(s;' = DIO0 < 5, < 1)
<CIs2 = 1| < Clyy? + v} + v + u(q)].

Consequently, by means of Lemmas 3.2-3.4, we can get

sup [P(S, < x) — D) < Cry? + 7 + 502 + 9% + u' P (g)). (3.1

According to Lemma A.1 in the Appendix, Lemma 3.1(ii) and the Eq (3.1), we obtain

sup|P(S, < x) — O(x)|

3
< C|suplP(S1, < %) = @)+ D ¥l + PAST1 = 90 + PUSTI = v + PS 2l = 731
* i=1

< CP + 9P + 9% + P+ u'B(g)).

This completes the proof of Theorem 2.1.

Proof of Corollary 2.1. According to u(1) < oo it easily follows that u(g) — 0, hence Corollary 2.1
holds by Theorem 2.1.

Proof of Corollary 2.2. Taking p = |n”],q = |[n*~!] in Theorem 2.1, for 6 =2/3,1/2 <p <6< 1, we
obtain

: A\1/3 )
7 =i = 0 gy = 0(gF) = o),

2/3
6—p+1 _b6-p
) | =007,

\>n

1/3 )
7’32 =n > [”

Therefore, the conclusion follows from Theorem 2.1.

4. Proofs of some preliminary lemmas

Proof of Lemma 3.1. According to Lemma 3.5, Lemmas A.2, A.4 in the Appendix and Assumptions
(A1), (AS), we have

ES}) =E

k In+q—-1 min{n,i+n} 2
-1

S [ S [ Ema,s)ds)e,}

m=1 } A

=l Jj=max{l,i-n

om min{n,i+n} 2 om 00 2
< qu7( > |aj_l-|] < qu7[2 |aj|]
}

Jj=max{l,i-n Jj=—00

< qu_12m = Cy1,.
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E(slll) —

2n min{n,i+n}
-1
Z o, ( la;- ,If E,.(t, s)ds]e,

i=k(p+q)+1-n Jj=max{l,i-n}

m min{n,i+n}
<C[3n-k a .
< C[3n <p+q)1n( > o |]

Jj=max{l,i-n
<cp= {Z |a,|)

]——OO

< Cp(2"/n) = Cyzy.

As to S,,, by Lemma A.4 in the Appendix

u 2
E(Sy)* =E 0';1 f E,.(t,8)ds laile;_;
2 ( ; A Z JI€i-j

j1>n

n

=F 0';1 Zf E,.(t,5)ds Z lajlei—j||o Zf m(t, s)ds laj,lei,—j,

i=1 YAj ljil>n ir=1 ljal>n

n
f E,(t, s)ds Z Z |aj1|ei1—j1 Z |aj2|€i2—j2
A;

1 =1 |ljil>n [j2l>n

n

<CE Z

i1=1

2
<Cn [Z |aj|] = Cysn.

[jl>n

Therefore the proof of Lemma 3.1(i) is completed. In addition, by Markov inequality and Lemma
3.1() it easily follows that Lemma 3.1(ii) is true.
Proof of Lemma 3.2. Set T, = Y, CoV(yi, yaj), then si = E(S} )* — 2I,. Note that ES? = 1 and

1<i<j<n

applying Lemma 3.1(i), we can get
IE(S1,)? = 1 = |E(ST, + S+ S82)% = 2E[S (ST, + S + Sl < Cor + 92 w95 (@1

On the other hand, by Lemma 3.1, Lemma 3.5, Assumptions (A1), (AS5), and Lemma A.4 in the
Appendix, it follows that

T =l > CovOyu Yy
1<i<j<k

ki+p—1kj+p-1

<> D, D, ICovZu. Zy)

1<i<j<k si;=ki 1 :kj

ki+p—1kj+p=1 min{n,s1+n}  min{n,t;+n}

<> > > > lansany,

I<i<j<k si=k; ti=k; w=max{l,s1—n} v=max{l,t;—n}
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X |COV(eS1 b} etl )l

fEm(t, s)dstm(t,s)ds
Ay A,

k=1 ki+p—1 min{n,s;+n}
f E,.(t,s)ds
All

<> > s,

i=1 s1=k; u=max{l,s;—n}

k  kj+p-1 min{n,t; +n}
x D > [Covieg,e)l D lawyl 2)
Jj=i+l t1=k; v=max{l,t;—n}

k-1 ki+p—1 min{n,s;+n}

<C >’ Z |au_s1|

sup > ICov(ey,, el
i=1 s1=k; u=max{l,s;—

n>1

f E,.(t, s)ds
Ay tli‘l‘l—Mqu

k-1 ki+p-1
(Z > |au_51|] < Cu(g).

i=1 s1=k;

E,.(t,s)ds

Thus, (4.1) and (4.2) follow that |s2 — 1] < C(y}"* + y2* + ¥3* + u(q)).
Proof of Lemma 3.3. Applying the Berry-Esséen inequality (cf.Petrov [20], Theorem 5.7), we get

k
SUp|P(H, /s, < x) = ®(x)| < C > (Elyml*/52). (4.3)

m=1

By Lemma 3.5, from Assumption(Al), (AS) and A.2 in the Appendix it follows that

k k
D EymP? =) E o lai| f En(t, s)ds) 3
m=1 m=1 i=max 1/ n}

2+0
o, |a,-_j|fEm(t,s)ds
A;
om k  kp+p—1( min{n,j+n} 1+6 min{n, j+n}
) )
cop iy [ 3’ |ai_,.|) S b [ Bt
) Ai

i=max{l,j—n i=max{1,j—n}

p2m % k  kmt+p-1 n
<C|= i E,(t, 8)d
_(n)[z la"]ZfA,. (t, s)ds

km+p—1 [ min{n, j+n} 2+0

2

J=km

min{n, j+n}

i=max{1,j—n}

4.4)

Since s, — 1 by Lemma 3.2. From (4.3) and (4.4) we can get Lemma 3.3.
Proof of Lemma 3.4. Let /(¢) and ¢(1) be the characteristic functions of S, and H,, respectively. Thus
applying the Esséen inequality( Petrov [20], Theorem 5.3), for any 7' > 0,

T
sup P(S1, < 1) = P(H, <t)|<f M‘dt

-T

+ T sup f |P(H, < u+1t)— P(H, < t)du (4.5)
' lul<C/T
=Dy, + Dy,
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Similar to (4.2), it follows from Lemma 3.5, A.3 and A.4 in the Appendix that

k k
E exp [it Z ynm) - l_[ E exp (i1y,m)

m=1 m=1

(1) = p(0)] =

ki+p=1kj+p-1

<4 Y D D ICOV(Zy Z)

I<i<j<k s1=ki 1 :kj

< 4Cru(g),

T
Dln = f
-T

Therefore, by Lemma 3.3, we have

which implies that

Y — ¢ - () ‘ dt < Cu(q)T>.

sup|P(H, <t+u)— P(H, <1t)| <sup
t t

P(ﬂs t+u)_®(t+u)
Sn Sn Sn

H, t t t+ t
+ sup P(—S—)—CD(—) + sup d)( u)—d)(—)
t Sn Sn Sn t Sn Sn
H, r+ t
< 2sup P(—SI)—CD(I) + sup (I)( u)—CI)(—)
t n t Sy Sn

u
< C(ygff + |—|) < C (vl + lul).
Sn
Hence, from (4.7) it follows that

Dy, = T sup f \P(H, <t +u)— P(H, < )|du < C(y3 + 1/T)
t

lul<C/T
Combining (4.5), (4.6) with (4.8), and choosing T = u~'/3(g), we can easily see that

IP(S), < 1) = P(H, < 1) < Cu"(q) +¥2/P).

Proof of Lemma 3.5. By Assumption (A1) and Lemma A.5 in the Appendix, it follows that

n 2
2(n < C E(fEm d)_OZ’” .
oA < Z en | Enlts )ds| < 0Q"/m

1

(4.6)

4.7

4.8)

In addition, according to Assumptions (A2)—(A4) and referring to Liang and Qi [8], it is easy to

follow Lemma 3.5.
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5. Appendix

Lemma A.1 [4] Suppose that {¢,,n > 1},{n,,n > 1} and {£,,n > 1} are three random variable

sequences,{y,,n > 1} is a positive constant sequence, and y, — 0. If sup |F, (x) — ®(x)| < Cy,, then

forany £y > 0,6, > 0

SUp |Fg, 4n,+£,(X) = D(x)| < Cly, + &1 + & + P(n,| = &1) + P(I€,] > &2)}.

Lemma A.2 [18] Let {X;};>; be a LNQD random variable sequence with zero mean and finite second

moment, sup EXJ’. < co. Assume that {a;} ;> be a real constant sequence, a := sup |a;| < co. Then for
J
any r > 1, there exists a constant C not depending on n such that

E Z a;Xj| <Ca'n.
=1
Lemma A3 [18]If Xy, - - - , X, are LNQD random variables with finite second moments, let ¢;(¢;) and
@(ty, -+ ,ty) bect’sof X;and (X, -, X,,), respectively, then for all nonnegative(or non positive) real

numbers t;, - , t,,

<4 Z lt:tlICov(X;, Xl

1<i<k<m

gt ) = [ [ ity

j=1
Lemma A.4 [11] Assume that Assumptions (A3) and (A4) hold, then
(D) sup,, [ 1En(t, )lds < C; (i) Siy | [, En(t, )ds| < C;

D) [, En(t, )ds| = O(Z),i= 1,2, ,n; (V) Ty ([, En(t, $)ds)* = O(Z).
Lemma A.S5 [21] Suppose that {X,;n > 1} is a LNQD sequence of random variables with EX,, = 0.
Then for any p > 1, there exists a positive constant C such that

n p/2
ZX;] ezl
i=1

n

S

i=1

P
E <CE
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