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Abstract: In this paper, we define k-uniform tensors for k ≥ 2, which are more closely related to
the k-uniform hypergraphs than the general tensors, and introduce the parameter r(q)

i (A) for a tensor
A, which is the generalization of the i-th slice sum ri(A) (also the i-th average 2-slice sum mi(A)). By
using r(q)

i (A) for q ≥ 1, we obtain a general result on the sharp upper bound for the spectral radius
of a nonnegative k-uniform tensor. When k = 2, q = 1, 2, 3, this result deduces the main results for
nonnegative matrices in [1,8,27]; when k ≥ 3, q = 1, this result deduces the main results in [5,20]. We
also find that the upper bounds obtained from different q can not be compared. Furthermore, we can
obtain some known or new upper bounds by applying the general result to k-uniform hypergraphs and
k-uniform directed hypergraphs, respectively.
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1. Introduction

Let k, n be two positive integers. An order k dimension n tensor A = (ai1···ik) over the real field R, is
a multidimensional array with nk entries ai1···ik ∈ R, where i j ∈ [n] = {1, 2, . . . , n}, j ∈ [k]. A tensor A is
called nonnegative, denoted by A ≥ 0, if every entry of tensor A satisfies ai1···ik ≥ 0.

Obviously, an n dimensional vector is an order 1 dimension n tensor and a square matrix is an order
2 dimension n tensor. A tensor A = (ai1···ik) is called symmetric if ai1···ik = aσ(i1)···σ(ik), where σ is any
permutation on the set {i1, . . . , ik}.

Let A be an order k dimension n tensor. If there is a complex number λ and an n dimensional
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nonzero complex vector x = (x1, x2, . . . , xn)T such that

Axk−1 = λx[k−1],

then λ is called an eigenvalue of A and x an eigenvector of A corresponding to the eigenvalue λ

( [4, 16, 17, 23]). Here Axk−1 and x[k−1] are vectors, whose i-th components are

(Axk−1)i =

n∑
i2,...,ik=1

aii2···ik xi2 · · · xik

and (x[k−1])i = xk−1
i , respectively. Moreover, the spectral radius ρ(A) of a tensor A is defined as ρ(A) =

max{|λ| : λ is an eigenvalue of A}.
More properties and applications of the spectral radius of a nonnegative tensor can be found in

[4, 10, 13, 15–17, 20, 23, 24, 29–31].
A hypergraph is a natural generalization of an ordinary graph [2]. A hypergraphH = (V(H), E(H))

on n vertices is a set of vertices, say, V(H) = [n] and a set of edges, say, E(H) = {e1, e2, . . . , em}, where
ei = {i1, i2, . . . , il}, i j ∈ [n], j = 1, 2, . . . , l. Let k ≥ 2, if | ei |= k for any i = 1, 2, . . . ,m, thenH is called
a k-uniform hypergraph. When k = 2, thenH is an ordinary graph. The degree di of vertex i is defined
as di = |{e j : i ∈ e j ∈ E(H)}|. If di = d for any vertex i of a hypergraph H , then H is called d-regular.
A walk W of length ` inH is a alternate sequence of vertices and edges: v0, e1, v1, e2, . . . , e`, v`, where
{vi, vi+1} ⊆ ei+1 for i = 0, 1, . . . , ` − 1. The hypergraph H is said to be connected if every two vertices
are connected by a walk.

The authors ( [7,17,18]) proposed the study of the spectra of hypergraphs via the spectra of tensors,
introduced the adjacency tensor A(H) of a hypergraphH , and defined the eigenvalues (and spectrum)
of a uniform hypergraph as the eigenvalues (and spectrum) of the adjacency tensor.

Definition 1.1. ( [7, 17]) Let H = (V(H), E(H)) be a k-uniform hypergraph on n vertices. The
adjacency tensor ofH is defined as the order k dimension n tensor A(H), whose (i1i2 · · · ik)-entry is

(A(H))i1i2···ik =

{ 1
(k−1)! , if {i1, i2, . . . , ik} ∈ E(H),

0, otherwise.

Let D(H) be an order k dimension n diagonal tensor with its diagonal entry Dii···i being di, the
degree of vertex i, for all i ∈ V(H) = [n]. In 2014, Qi [24] defined the signless Laplacian tensor
Q(H) = D(H) + A(H) of the hypergraph H , and defined the signless Laplacian eigenvalues (and
spectrum) of a uniform hypergraph as the eigenvalues (and spectrum) of the signless Laplacian tensor.
Clearly, the adjacency tensor A(H) and the signless Laplacian tensor Q(H) of a k-uniform hypergraph
H are nonnegative and symmetric.

The spectral radii of A(H) and Q(H), denoted by ρ(A(H)) and ρ(Q(H)), are called the (adjacency)
spectral radius and the signless Laplacian spectral radius ofH , respectively.

In general, the zero-nonzero pattern of an order k dimension n tensor A may not be regarded as
the zero-nonzero pattern of the adjacency tensor or the signless Laplacian tensor of some k-uniform
hypergraph.

Example 1.2. Let H be an 3-uniform hypergraph of order 6 as Figure 1, A(H) and Q(H) be the
adjacency tensor and signless Laplacian tensor ofH . Then by Definition 1.1, for A(H), we have

(A(H))123 = (A(H))132 = (A(H))213 = (A(H))231 = (A(H))312 = (A(H))321 =
1
2
,
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(A(H))345 = (A(H))354 = (A(H))435 = (A(H))453 = (A(H))534 = (A(H))543 =
1
2
,

(A(H))156 = (A(H))165 = (A(H))516 = (A(H))561 = (A(H))615 = (A(H))651 =
1
2
,

and (A(H))i1i2i3 = 0 for the others; for Q(H), we have

(Q(H))111 = (Q(H))333 = (Q(H))555 = 2, (Q(H))222 = (Q(H))444 = (Q(H))666 = 1,

and (Q(H))i1i2i3 = (A(H))i1i2i3 for the others.
We can see that (A(H))i1i2i3 = 0 and (Q(H))i1i2i3 = 0 if i1 = i2 , i3, or i1 = i3 , i2, or i2 = i3 , i1.

Figure 1. A special 3-uniform hypergraphH of order 6.

In order to better study the spectral k-uniform hypergraphs theory via the spectra of tensors, we
define k-uniform tensors, which are more closely related to the k-uniform hypergraphs than the general
tensors.

Let S = {s1, s2, . . . , sn} be an n-element set, noting that si , s j if i , j.

Definition 1.3. Let n ≥ 2, k ≥ 2 and A = (ai1···ik) be an order k dimension n tensor. For any entry
ai1i2···ik , 0, if {i1, i2, . . . , ik} is a k-element set or i1 = i2 = · · · = ik, then we call such A a k-uniform
tensor.

Obviously, a 2-uniform tensor is an ordinary matrix. Both the adjacency tensor A(H) and the
signless Laplacian tensor Q(H) of a k-uniform hypergraph H are nonnegative symmetric k-uniform
tensors.

What’s more, we can see that the zero-nonzero pattern of an order k dimension n symmetric k-
uniform tensor A must be regarded as the zero-nonzero pattern of the adjacency tensor or the signless
Laplacian tensor of some k-uniform hypergraph.

Let A = (ai j) be a nonnegative matrix with order n. For 1 ≤ i ≤ n, the i-th row sum of A is

ri(A) =
n∑

j=1
ai j(≥ 0). When ri(A) > 0 for 1 ≤ i ≤ n, we take

mi(A) =

n∑
j=1

ai jr j(A)

ri(A)
, ωi(A) =

n∑
j=1

ai jm j(A)

mi(A)
,
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and we call mi(A) the i-th average 2-row sum of A, and ωi(A) the i-th average of average 2-row sum
( [1]) of A.

Let A = (ai1···ik) be an order k dimension n nonnegative tensor. The i-th slice of A, denoted by
Ai in [26], is the subtensor of A with order k − 1 and dimension n such that (Ai)i2···ik = aii2···ik , and

ri(A) =
n∑

i2,...,ik=1
aii2···ik(≥ 0) is called the i-th slice sum of the tensor A. Clearly, the i-th slice sum of the

tensor A is the generalization of the i-th row sum of the matrix A.
Similarly, when ri(A) > 0 for 1 ≤ i ≤ n, we take

mi(A) =

n∑
i2,...,ik=1

aii2···ikri2(A) · · · rik(A)

rk−1
i (A)

, ωi(A) =

n∑
i2,...,ik=1

aii2···ikmi2(A) · · ·mik(A)

mk−1
i (A)

,

and we call mi(A) the i-th average 2-slice sum of A, and ωi(A) the i-th average of average 2-slice sum
of A.

Duan and Zhou [8], Xing and Zhou [27], and Adam, Aggeli and Aretaki [1] obtained the upper and
lower bounds on the spectral radius of a nonnegative matrix by the row sum, the average 2-row sum,
and the average of average 2-row sum, respectively, and characterized the equality cases if the matrix
is irreducible. In [20], the paper obtained the upper bound on the spectral radius of a nonnegative k-
uniform tensor by the slice sum, and characterized the equality cases if the tensor is weakly irreducible.

Motivated by the above results, for q ≥ 0, 1 ≤ i ≤ n, we introduce a new quantity r(q)
i (A), called the

i-th q-times-average slice sum:
r(0)

i (A) = 1,

r(1)
i (A) =

n∑
i2,...,ik=1

aii2···ikr
(0)
i2

(A) · · · r(0)
ik

(A)

(r(0)
i (A))k−1

, (1.1)

and when q ≥ 2, if r(1)
i (A) > 0 for any i ∈ [n], then

r(q)
i (A) =

n∑
i2,...,ik=1

aii2···ikr
(q−1)
i2

(A) · · · r(q−1)
ik

(A)

(r(q−1)
i (A))k−1

. (1.2)

We can see that for any i ∈ [n],

r(1)
i (A) = ri(A), r(2)

i (A) = mi(A), r(3)
i (A) = ωi(A),

whether A is a matrix (the case of k = 2) or a tensor (the case of k ≥ 3).
By using the notation r(q)

i (A), we will generalize the upper bounds on the spectral radius of
nonnegative matrices in [1, 8, 27] and nonnegative k-uniform hypergraphs in [5] to nonnegative
k-uniform tensors, and obtain a general result of the upper bound on the spectral radius in Section 3.
By applying the general upper bounds, we will obtain some known or new results on the spectral
radius and signless Laplacian spectral radius of the k-uniform (directed) hypergraphs.
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2. Preliminaries

In 2013, Shao [25] defined the general product and similarity of two tensors, which are very useful
to study the spectrum of nonnegative tensors.

Definition 2.1. ( [25]) Let A = (ai1i2···im) and B = (bi1i2···ik) be two tensors with order m ≥ 2 and k ≥ 1
dimension n, respectively. The general product A · B (sometimes simplified as AB) of A and B is the
following tensor C with order (m − 1)(k − 1) + 1 and dimension n:

ciα1···αm−1 =

n∑
i2,...,im=1

aii2···imbi2α1 · · · bimαm−1 , (2.1)

for i ∈ [n], α1, . . . , αm−1 ∈ [n]k−1.

The tensor product is a generalization of the usual matrix product, and satisfies a very useful
property: The associative law (Theorem 1.1 of [25]). In this paper, all the tensor product obey (2.1).
According to (2.1), the former Axk−1 can be expressed as the product Ax, and

(Ax)i =

n∑
i2,...,im=1

aii2···im xi2 · · · xim .

Definition 2.2. ( [25]) Let A and B be two order k dimension n tensors. Suppose that there exist two
matrices P and Q of order n with PIQ = I such that B = PAQ, then we say that the two tensor A and
B are similar.

Definition 2.3. ( [25]) Let A = (ai1i2···ik) and B = (bi1i2···ik) be two order k dimension n tensors. We say
thatA and B are diagonal similar, if there exists some invertible diagonal matrix D = (d11, d22, . . . , dnn)
of order n such that B = D−(k−1)AD with entries bi1i2···ik = d−(k−1)

i1i1
ai1i2···ikdi2i2 · · · dikik .

Definition 2.4. ( [25]) Let A = (ai1i2···ik) and B = (bi1i2···ik) be two order k dimension n tensors. We
say that A and B are permutational similar, if there exists some permutation matrix P = Pσ = (pi j)
such that B = PAPT with the entries bi1i2···ik = aσ(i1)σ(i2)···σ(ik), where pi j = 1 ⇔ j = σ(i) and σ is a
permutation on the set [n].

Clearly, both diagonal similar and permutational similar are special kind of similarity of tensors.

Theorem 2.5. ( [25]) Let the two order k dimension n tensors A and B be similar. Then they have the
same eigenvalues including multiplicity and same spectral radius.

Definition 2.6. ( [10, 30]) Let A be an order k dimensional n tensor. If there exists a nonempty proper
subset I of the set [n], such that

ai1i2...ik = 0 for any i1 ∈ I and some i j < I where j ∈ {2, . . . , k},

then A is called weakly reducible. If A is not weakly reducible, then A is called weakly irreducible.

It is obvious that a weakly irreducible tensor is a generalization of an irreducible matrix.
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Lemma 2.7. (Lemma 3.8 of [12], Lemma 5.3 of [29]) Let A be a nonnegative tensor of order k ≥ 2
and dimension n ≥ 2, and x = (x1, x2, . . . , xn)T be a positive vector. Then

min
1≤i≤n

(Ax)i

xk−1
i

≤ ρ(A) ≤ max
1≤i≤n

(Ax)i

xk−1
i

. (2.2)

Moreover, if A is weakly irreducible, then one of the equalities in (2.2) holds if and only if Ax =

ρ(A)x[k−1].

By taking x = (r(q−1)
1 (A), r(q−1)

2 (A), . . . , r(q−1)
n (A))T in Lemma 2.7, we can obtain the following

Lemma 2.8 immediately.

Lemma 2.8. Let k ≥ 2, n ≥ 2, q ≥ 1, A be a nonnegative tensor with order k dimension n, the notation
r(q)

i (A) for i ∈ [n] defined as in Section 1, where r(1)
i (A) > 0 for i ∈ [n] when q ≥ 2. Then for q ≥ 1, we

have
min
1≤i≤n

r(q)
i (A) ≤ ρ(A) ≤ max

1≤i≤n
r(q)

i (A). (2.3)

Moreover, if A is weakly irreducible, then one of the equalities in (2.3) holds if and only if r(q)
1 (A) =

r(q)
2 (A) = · · · = r(q)

n (A).

In fact, we can obtain some known or new results from Lemma 2.8. For example, if k = 2, q = 1, 2,
we can obtain Theorems 1.1 and 1.2 in Chapter 2 of [21]; if k = 2 and q = 3, we can obtain Proposition
3 in [1]; if k ≥ 3 and q = 1, we can obtain Lemma 5.2 in [29] and Lemma 3.8 in [12]; if k ≥ 3 and
q = 2, we can obtain Proposition 2.1 in [19]; if k ≥ 3 and q = 3, we can obtain the following Corollary
2.9 with the parameter ωi(A).

Corollary 2.9. Let A be a nonnegative tensor of order k ≥ 2 and dimension n with all positive slice
sums, say, ri(A) > 0 for any i ∈ [n]. Then

min
1≤i≤n

ωi(A) ≤ ρ(A) ≤ max
1≤i≤n

ωi(A). (2.4)

Moreover, if A is weakly irreducible, then one of the equalities in (2.4) holds if and only if ω1(A) =

ω2(A) = · · · = ωn(A).

We denote by
(

n
r

)
the number of r-combinations of an n-element set, and let

(
n
r

)
= 0 if r > n or r < 0.

Clearly,
(

n
r

)
= n!

r!(n−r)! when 0 ≤ r ≤ n.

Lemma 2.10. ( [3]) Let n, k and m be positive integers. Then

(1)
k∑

r=0

(
n
r

)(
m

k−r

)
=

(
n+m

k

)
, where n + m ≥ k;

(2)
(

n
k

)
= n

k

(
n−1
k−1

)
, where n ≥ k ≥ 1.

Lemma 2.11. Let n ≥ 2, k ≥ 2, s ≥ 2 and i ∈ [n] be positive integers, x j ≥ 1 for 1 ≤ j ≤ s−1, and x j =

1 for s ≤ j ≤ n. For any r ∈ {0, 1, . . . , k − 1}, we take N s
r (i) = {{i2, . . . , ik} | i2, . . . , ik ∈ {1, 2, . . . , n} \ {i},

and there are exactly r elements in {i2, . . . , ik} such that they are not less than s}. Then

k−1∑
r=0

∑
{i2,...,ik}∈N s

r (i)

[xk−1
i2 + · · ·+ xk−1

ik − (k− 1)] =


(

n−2
k−2

) (s−1∑
t=1

(xk−1
t − 1)

)
, if s ≤ i ≤ n, s ≥ 2;(

n−2
k−2

) (s−1∑
t=1

xk−1
t − xk−1

i − (s − 2)
)
, if 1 ≤ i ≤ s − 1, s ≥ 3.
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Proof. Obviously, the family of all (k − 1)-element subsets of {1, 2, . . . , n} \ {i} is just equal to
k−1⋃
r=0

N s
r (i).

Case 1: s ≤ i ≤ n, and s ≥ 2.
Clearly, {i2, . . . , ik} ∈ N s

r (i) and s ≤ i ≤ n imply that we should choose r elements from the set
{s, . . . , n} \ {i} and choose k − 1 − r elements from the set {1, 2, . . . , s − 1}, then we have

k−2∑
r=0

∑
{i2,...,ik}∈N s

r (i)

1 =

k−2∑
r=0

(
s − 1

k − 1 − r

)(
n − s

r

)
, (2.5)

k−2∑
r=0

∑
{i2,...,ik}∈N s

r (i)

(
xk−1

i2 + · · · + xk−1
ik

)

=

k−2∑
r=0

(
s − 2

k − 2 − r

)(
n − s

r

)  s−1∑
t=1

xk−1
t

 +

k−2∑
r=0

(
s − 1

k − 1 − r

)(
n − s − 1

r − 1

)  n∑
t=s

xk−1
t − xk−1

i

 , (2.6)

where we choose xt for 1 ≤ t ≤ s − 1 which implies we should choose r elements from the set
{s, . . . , n} \ {i} and choose k − 2 − r elements from the set {1, 2, . . . , s − 1} \ {t}, and the contribution to
the sum is xk−1

t ; similarly, we choose xt for t ∈ {s, . . . , n} \ {i} which implies we should choose r − 1
elements from the set {s, . . . , n} \ {i, t} and choose k − 1 − r elements from the set {1, 2, . . . , s − 1}.

When r = k−1, we know i2, . . . , ik ∈ {s, . . . , n} and xk−1
i2

+ · · ·+xk−1
ik
−(k−1) = 0 by xs = · · · = xn = 1.

Then combining (2.5), (2.6) and Lemma 2.10, we have
k−1∑
r=0

∑
{i2,...,ik}∈N s

r (i)

(
xk−1

i2 + · · · + xk−1
ik − (k − 1)

)
=

k−2∑
r=0

∑
{i2,...,ik}∈N s

r (i)

(
xk−1

i2 + · · · + xk−1
ik − (k − 1)

)
+ 0

=

k−2∑
r=0

(
s − 2

k − 2 − r

)(
n − s

r

)  s−1∑
t=1

xk−1
t


+

k−2∑
r=0

(
s − 1

k − 1 − r

)(
n − s − 1

r − 1

)  n∑
t=s

xk−1
t − xk−1

i

 − (k − 1)
k−2∑
r=0

(
s − 1

k − 1 − r

)(
n − s

r

)
=

(
n − 2
k − 2

) s−1∑
t=1

xk−1
t +

k−2∑
r=0

(
s − 1

k − 1 − r

) [(
n − s − 1

r − 1

)
(n − s) − (k − 1)

(
n − s

r

)]
=

(
n − 2
k − 2

) s−1∑
t=1

xk−1
t −

k−2∑
r=0

(
s − 1

k − 1 − r

)(
n − s

r

)
(k − 1 − r)

=

(
n − 2
k − 2

) s−1∑
t=1

xk−1
t −

k−2∑
r=0

(s − 1)
(

s − 2
k − 2 − r

)(
n − s

r

)
=

(
n − 2
k − 2

)  s−1∑
t=1

(xk−1
t − 1)

 .
Case 2: 1 ≤ i ≤ s − 1, and s ≥ 3.
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Clearly, {i2, . . . , ik} ∈ N s
r (i) and 1 ≤ i ≤ s − 1 imply that we should choose r elements from the set

{s, . . . , n} and choose k − 1 − r elements from the set {1, 2, . . . , s − 1} \ {i}, then we have

k−2∑
r=0

∑
{i2,...,ik}∈N s

r (i)

1 =

k−2∑
r=0

(
s − 2

k − 1 − r

)(
n − s + 1

r

)
, (2.7)

k−2∑
r=0

∑
{i2,...,ik}∈N s

r (i)

(
xk−1

i2 + · · · + xk−1
ik

)
=

k−2∑
r=0

(
s − 3

k − r − 2

)(
n − s + 1

r

)  s−1∑
t=1

xk−1
t − xk−1

i

 +

k−2∑
r=0

(
s − 2

k − 1 − r

)(
n − s
r − 1

)  n∑
t=s

xk−1
t


=

(
n − 2
k − 2

)  s−1∑
t=1

xk−1
t − xk−1

i

 +

k−2∑
r=0

(
s − 2

k − 1 − r

)(
n − s
r − 1

)
(n − s + 1). (2.8)

Combining (2.7), (2.8) and Lemma 2.10, we have
k−1∑
r=0

∑
{i2,...,ik}∈N s

r (i)

(
xk−1

i2 + · · · + xk−1
ik − (k − 1)

)
=

k−2∑
r=0

∑
{i2,...,ik}∈N s

r (i)

(
xk−1

i2 + · · · + xk−1
ik − (k − 1)

)
+ 0

=

(
n − 2
k − 2

)  s−1∑
t=1

xk−1
t − xk−1

i

 +

k−2∑
r=0

(
s − 2

k − 1 − r

)(
n − s
r − 1

)
(n − s + 1) − (k − 1)

k−2∑
r=0

(
s − 2

k − 1 − r

)(
n − s + 1

r

)
=

(
n − 2
k − 2

)  s−1∑
t=1

xk−1
t − xk−1

i

 − k−2∑
r=0

(k − 1 − r)
(

s − 2
k − 1 − r

)(
n − s + 1

r

)
=

(
n − 2
k − 2

)  s−1∑
t=1

xk−1
t − xk−1

i

 − k−2∑
r=0

(s − 2)
(

s − 3
k − r − 2

)(
n − s + 1

r

)
=

(
n − 2
k − 2

)  s−1∑
t=1

xk−1
t − xk−1

i

 − (s − 2)
(
n − 2
k − 2

)
.

=

(
n − 2
k − 2

)  s−1∑
t=1

xk−1
t − xk−1

i − (s − 2)

 .
The proof is completed. �

3. Main results

In this section, we shall obtain a sharp upper bound on the spectral radius of a nonnegative k-uniform
tensor by using the notation r(q)

i (A) for q ≥ 1, which is the generalization of the main result in [1,8,27]
for nonnegative matrices and the main result in [5] for k-uniform hypergraphs. Furthermore, we give
two examples to show the upper bounds for different q are not comparable.

Recall the definition of r(q)
i (A) in Section 1, we denote r(q)

i (A) = r(q)
i for simplify. Especially,

ri(A) = ri, mi(A) = mi and ωi(A) = ωi.
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Theorem 3.1. Let n ≥ 2, k ≥ 2, q ≥ 1, A = (ai1i2···ik) be a nonnegative k-uniform tensor with order k
dimension n, the notation r(q)

1 ≥ r(q)
2 ≥ · · · ≥ r(q)

n , where r(1)
i > 0 for i ∈ [n] when q ≥ 2. Let M be

the largest diagonal element and N(> 0) be the largest non-diagonal element of A, b = max
1≤i, j≤n

r(q−1)
j

r(q−1)
i

,

L = Nbk−1(k − 2)!
(

n−2
k−2

)
, ψ

(q)
1 = r(q)

1 , and for 2 ≤ s ≤ n,

ψ(q)
s =

1
2

r(q)
s + M − L +

√√
(r(q)

s − M + L)2 + 4L
s−1∑
t=1

(r(q)
t − r(q)

s )

 . (3.1)

Then ρ(A) ≤ min
1≤s≤n

ψ
(q)
s .

Moreover, if A is weakly irreducible, and ψ(q)
l = min

1≤s≤n
ψ

(q)
s for some l ∈ [n], then

(1) when k = 2, ρ(A) = ψ
(q)
l if and only if r(q)

1 = r(q)
2 = · · · = r(q)

n or for some t (2 ≤ t ≤ l), A satisfies the
following conditions:

(i) aii = M for 1 ≤ i ≤ t − 1;

(ii) aih = N and r(q−1)
h

r(q−1)
i

= b for 1 ≤ i ≤ n, 1 ≤ h ≤ t − 1 and i , h;

(iii) r(q)
t = r(q)

t+1 = · · · = r(q)
n .

(2) when k ≥ 3, ρ(A) = ψ
(q)
l if and only if r(q)

1 = r(q)
2 = · · · = r(q)

n .

Proof. By (1.1) and (1.2), we have r(q)
i ≥ aii···i for 1 ≤ i ≤ n and q ≥ 1, then r(q)

1 ≥ M.
First, we show ρ(A) ≤ ψ(q)

s for 1 ≤ s ≤ n.
If s = 1, then we have ρ(A) ≤ ψ(q)

1 by ψ(q)
1 = r(q)

1 and Lemma 2.8.
If 2 ≤ s ≤ n. Let

U = diag(r(q−1)
1 x1, . . . , r

(q−1)
s−1 xs−1, r(q−1)

s xs, . . . , r(q−1)
n xn),

where xk−1
i = 1 +

r(q)
i −r(q)

s

ψ
(q)
s +L−M

for 1 ≤ i ≤ s − 1 and xs = · · · = xn = 1.

Now we show xi ≥ 1 for 1 ≤ i ≤ s − 1. By r(q)
1 ≥ r(q)

2 ≥ · · · ≥ r(q)
n , we only need to show

ψ
(q)
s + L − M > 0.

If
s−1∑
t=1

(r(q)
t − r(q)

s ) > 0, then by (3.1), we have

ψ(q)
s >

1
2

(r(q)
s + M − L + |r(q)

s − M + L|) ≥
1
2

(
r(q)

s + M − L − (r(q)
s − M + L)

)
= M − L,

and thus ψ(q)
s − M + L > 0.

If
s−1∑
t=1

(r(q)
t − r(q)

s ) = 0, then r(q)
1 = r(q)

2 = · · · = r(q)
s . Thus ψs − M + L > 0 by r(q)

1 ≥ M and ψs = r(q)
s

from (3.1).
Combining the above arguments, we have xi ≥ 1, and then U is an invertible diagonal matrix. Let

B = U−(k−1)AU = (bi1···ik). By Theorem 2.5, we have

ρ(A) = ρ(B). (3.2)
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By (3.1), it is easy to see that

(ψ(q)
s )2 − (r(q)

s + M − L)ψ(q)
s + (M − L)r(q)

s − L
s−1∑
t=1

(r(q)
t − r(q)

s ) = 0.

Then by xk−1
t = 1 +

r(q)
t −r(q)

s

ψ
(q)
s +L−M

, we have

(ψ(q)
s − M + L)(ψ(q)

s − r(q)
s ) = L

s−1∑
t=1

(r(q)
t − r(q)

s ) = L
s−1∑
t=1

(ψ(q)
s − M + L)(xk−1

t − 1).

Therefore, by ψ(q)
s − M + L > 0, we have

ψ(q)
s − r(q)

s = L
s−1∑
t=1

(xk−1
t − 1). (3.3)

In the following we will show ri(B) ≤ ψ(q)
s for any i ∈ [n].

Let S (i) = {{i, i2, . . . , ik}|aii2···ik , 0}. Since M be the largest diagonal element and N > 0 be the
largest non-diagonal element of tensor A, by the definition of r(q)

i (A), Definition 2.3, Theorem 2.5, we
have

ri(B) = ri(U−(k−1)AU)

=

n∑
i2,...,ik=1

(U−(k−1))iiaii2···ikUi2i2 · · ·Uikik

=
1

xk−1
i

n∑
i2,...,ik=1

r(q−1)
i2
· · · r(q−1)

ik

(r(q−1)
i )k−1

aii2···ik xi2 · · · xik

=
1

xk−1
i

{
r(q)

i +

n∑
i2,...,ik=1

r(q−1)
i2
· · · r(q−1)

ik

(r(q−1)
i )k−1

aii2···ik(xi2 · · · xik − 1)
}

=
1

xk−1
i

{
r(q)

i + ai···i(xk−1
i − 1) +

n∑
i2,...,ik=1

r(q−1)
i2
· · · r(q−1)

ik

(r(q−1)
i )k−1

aii2···ik(xi2 · · · xik − 1) − ai···i(xk−1
i − 1)

}

≤
1

xk−1
i

{
r(q)

i + M(xk−1
i − 1) +

n∑
i2,...,ik=1

r(q−1)
i2
· · · r(q−1)

ik

(r(q−1)
i )k−1

aii2···ik(xi2 · · · xik − 1) − ai···i(xk−1
i − 1)

}
≤

1
xk−1

i

{
r(q)

i + M(xk−1
i − 1) + Nbk−1(k − 1)!

∑
{i,i2,...,ik}∈S (i)

(xi2 · · · xik − 1)
}

≤ M +
1

xk−1
i

{
r(q)

i − M + Nbk−1(k − 1)!
∑

{i,i2,...,ik}∈S (i)

 xk−1
i2

+ · · · + xk−1
ik

k − 1
− 1

 }

≤ M +
1

xk−1
i

{
r(q)

i − M + Nbk−1(k − 2)!
k−1∑
r=0

∑
{i2,...,ik}∈N s

r (i)

[
xk−1

i2 + · · · + xk−1
ik − (k − 1)

] }
, (3.4)

AIMS Mathematics Volume 5, Issue 3, 1799–1819.



1809

where {i2, . . . , ik} ⊆ {1, 2, . . . , n} \ {i} and N s
r (i) defined in Lemma 2.11 for 0 ≤ r ≤ k − 1, and then

|S (i)| ≤
k−1∑
r=0
|N s

r (i)| for i ∈ [n].

Furthermore, the equality holds in (3.4) if and only if the following (a), (b), (c) and (d) hold:
(a) xk−1

i = 1 or ai···i = M for xi > 1;

(b) for any {i, i2, . . . , ik} ∈ S (i), xi2 · · · xik = 1 or aii2···ik = N and
r(q−1)

i j

r(q−1)
i

= b for any j ∈ {2, . . . , k} and
xi2 · · · xik > 1;

(c) xi2 = · · · = xik for any {i, i2, . . . , ik} ∈ S (i);

(d)
∑

{i,i2,...,ik}∈S (i)

(
xk−1

i2
+···+xk−1

ik
k−1 − 1

)
=

k−1∑
r=0

∑
{i2,...,ik}∈N s

r (i)

(
xk−1

i2
+···+xk−1

ik
k−1 − 1

)
.

Case 1: s ≤ i ≤ n.
We note xs = · · · = xn = 1 and r(q)

1 ≥ · · · ≥ r(q)
s ≥ · · · ≥ r(q)

i ≥ · · · ≥ r(q)
n . By (3.3), (3.4) and Lemma

2.11, we have

ri(B) ≤ r(q)
i + Nbk−1(k − 2)!

k−1∑
r=0

∑
{i2,...,ik}∈N s

r (i)

[
xk−1

i2 + · · · + xk−1
ik − (k − 1)

]
≤ r(q)

s + Nbk−1(k − 2)!

(n − 2
k − 2

) s−1∑
t=1

(xk−1
t − 1)


= r(q)

s + L

 s−1∑
t=1

(xk−1
t − 1)


= ψ(q)

s ,

where the second equality holds if and only if the following condition (e) holds: (e) r(q)
i = r(q)

s .

Case 2: 1 ≤ i ≤ s − 1.
In this case, xk−1

i = 1 +
r(q)

i −r(q)
s

ψ
(q)
s +L−M

for 1 ≤ i ≤ s − 1.
Subcase 2.1: s ≥ 3.

By (3.3), (3.4) and Lemma 2.11, we have

ri(B) ≤ M +
1

xk−1
i

{
r(q)

i − M + Nbk−1(k − 2)!
k−1∑
r=0

∑
{i2,...,ik}∈N s

r (i)

[
xk−1

i2 + · · · + xk−1
ik − (k − 1)

] }

= M +
1

xk−1
i

{
r(q)

i − M + Nbk−1(k − 2)!
(
n − 2
k − 2

)  s−1∑
t=1

xk−1
t − xk−1

i − (s − 2)

 }
= M +

1
xk−1

i

{
r(q)

i − M + L

 s−1∑
t=1

xk−1
t − xk−1

i − (s − 2)

 }
= M − L +

1
xk−1

i

{
r(q)

i − M + L

 s−1∑
t=1

(xk−1
t − 1)

 + L
}

= M − L +
1

xk−1
i

{
r(q)

i − M + (ψ(q)
s − r(q)

s ) + L
}

= M − L +
1

xk−1
i

{
(xk−1

i − 1)(ψ(q)
s + L − M) + (ψ(q)

s + L − M))
}
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= ψ(q)
s .

Subcase 2.2: s = 2.
In this subcase, we have i = 1 by 1 ≤ i ≤ s − 1 and we only need to show r1(B) ≤ ψ(q)

2 .
By the definition of N2

r (1), and x2 = · · · = xn = 1, we have

k−1∑
r=0

∑
{i2,...,ik}∈N2

r (1)

[
xk−1

i2 + · · · + xk−1
ik − (k − 1)

]
=

∑
{i2,...,ik}∈N2

k−1(1)

[
xk−1

i2 + · · · + xk−1
ik − (k − 1)

]
= 0.

On the other hand, by (3.3), we have xk−1
1 =

ψ
(q)
2 −r(q)

2 +L
L . Then by (3.1) and (3.4), we have

r1(B) ≤ M +
1

xk−1
1

{
r(q)

1 − M + 0
}

= M +
L

ψ
(q)
2 − r(q)

2 + L
(r(q)

1 − M)

= M +
2L(r(q)

1 − M)

L + M − r(q)
2 +

√
(L − M + r(q)

2 )2 + 4L(r(q)
1 − r(q)

2 )

= M −
(L + M − r(q)

2 −

√
(L − M + r(q)

2 )2 + 4L(r(q)
1 − r(q)

2 ))

2
= ψ

(q)
2 .

Combining Subcases 2.1 and 2.2, we have ri(B) ≤ ψ(q)
s for 1 ≤ i ≤ s − 1, and combining Cases 1

and 2, we have ri(B) ≤ ψ(q)
s for 1 ≤ i ≤ n. Then ρ(A) = ρ(B) ≤ max

1≤i≤n
ri(B) ≤ ψ(q)

s for 2 ≤ s ≤ n by (3.2)

and Lemma 2.8.
Therefore, we know ρ(A) ≤ ψ(q)

s for 1 ≤ s ≤ n and thus ρ(A) ≤ min
1≤s≤n

ψ
(q)
s .

Now suppose that A is weakly irreducible. Then B is also weakly irreducible by B = U−(k−1)AU.
Let ψ(q)

l = min
1≤s≤n

ψ
(q)
s .

Case 1: l = 1.
By Lemma 2.8 and the fact r(q)

1 = max
1≤i≤n

r(q)
i , we have ρ(A) = ψ

(q)
1 if and only if r(q)

1 = r(q)
2 = · · · = r(q)

n .

Case 2: 2 ≤ l ≤ n.
Then ρ(B) = max

1≤i≤n
ri(B) and thus r1(B) = r2(B) = · · · = rn(B) = ψ

(q)
l by ψ

(q)
l = ρ(A) = ρ(B) ≤

max
1≤i≤n

ri(B) ≤ ψ
(q)
l and Lemma 2.8. Therefore, (a), (b), (c) and (d) hold for 1 ≤ i ≤ n, (e) holds for

l ≤ i ≤ n.

Subcase 2.1: r(q)
1 = r(q)

l .
By r(q)

1 ≥ r(q)
2 ≥ · · · ≥ r(q)

n and (e) r(q)
i = r(q)

l for l ≤ i ≤ n, then we have r(q)
1 = r(q)

2 = · · · = r(q)
n .

Subcase 2.2: r(q)
1 > r(q)

l .
Let t be the smallest integer such that r(q)

t = r(q)
l for 1 < t ≤ l. By r(q)

1 ≥ r(q)
2 ≥ · · · ≥ r(q)

n and
(e) r(q)

i = r(q)
l for l ≤ i ≤ n, we have r(q)

1 ≥ r(q)
2 ≥ · · · ≥ r(q)

t−1 > r(q)
t = r(q)

t+1 = · · · = r(q)
n , and

x1 ≥ x2 · · · ≥ xt−1 > xt = · · · = xl · · · = xn = 1.
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When k ≥ 3, (d) implies there exists some r (1 ≤ r ≤ k − 2) such that {i2, . . . , ik} ∈ N l
r(i),

{i, i2, . . . , ik} ∈ S (i) and there are q(≥ r) elements in {i2, . . . , ik} chosen from {t, . . . , l, . . . , n}, k − 1 − q
elements in {i2, . . . , ik} chosen from {1, . . . , t − 1}, which is a contradiction with (c): xi2 = · · · = xik .
Thus we only consider the case of k = 2.

In the case of k = 2, (d) implies∑
{i,h}∈S (i)

(xh − 1) =

1∑
r=0

∑
{h}∈Nl

r(i)

(xh − 1) =

t−1∑
h=1
h,i

(xh − 1) .

Then (i)–(iii) follow from (a), (b), (c), (d) for 1 ≤ i ≤ n, and (e) for l ≤ i ≤ n, and thus (1) and (2) hold.
Conversely, if r(q)

1 = r(q)
2 = · · · = r(q)

n , then ψ
(q)
s = r(q)

s for 1 ≤ s ≤ n. By Lemma 2.8, we have
ρ(A) = min

1≤s≤n
ψ

(q)
s .

Especially, if k = 2 and (i)–(iii) hold, then (a),(b), (c) and (d) hold for 1 ≤ i ≤ n, (e) holds
for l ≤ i ≤ n. Then we have ri(B) = ψ

(q)
l for 1 ≤ i ≤ n. Therefore by Lemma 2.8, we have

ρ(A) = ρ(B) = max
1≤i≤n

ri(B) = ψ
(q)
l = min

1≤s≤n
ψ

(q)
s . �

We note that when k = 2, a tensor is a matrix, and weak irreducibility for tensors corresponds to
irreducibility for matrices. Then we can obtain Theorem 2.1 of [8], Theorem 2.1 of [27], and Theorem
4 of [1] from Theorem 3.1 by taking q = 1, 2, 3 immediately.

When k ≥ 2 and q = 1, we can obtain Theorem 2.1 of [20] from Theorem 3.1, which is the
generalization of Theorems 1 and 2 in [5]. Similarly, we can obtain more if we take q = 2, 3. Now we
list these three results as follows.

Let ψ(1)
1 = r1, ψ(2)

1 = m1, ψ(3)
1 = ω1, and for 2 ≤ s ≤ n,

ψ(1)
s =

1
2

rs + M − L +

√√
(rs − M + L)2 + 4L

s−1∑
t=1

(rt − rs)

 ,
ψ(2)

s =
1
2

ms + M − L +

√√
(ms − M + L)2 + 4L

s−1∑
t=1

(mt − ms)

 ,
ψ(3)

s =
1
2

ωs + M − L +

√√
(ωs − M + L)2 + 4L

s−1∑
t=1

(ωt − ωs)

 .
q 1 2 3

r(q)
i ri mi ωi

b 1 max
1≤i, j≤n

r j

ri
max

1≤i, j≤n

m j

mi

L N(k − 2)!
(

n−2
k−2

)
Nbk−1(k − 2)!

(
n−2
k−2

)
Nbk−1(k − 2)!

(
n−2
k−2

)
conclusion

ρ(A) ≤ min
1≤s≤n

ψ(1)
s

Theorem 2.1 in [20]
ρ(A) ≤ min

1≤s≤n
ψ(2)

s ρ(A) ≤ min
1≤s≤n

ψ(3)
s

Now we give two examples to show the upper bounds for different q are not comparable.
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Example 3.2. Let A be a nonnegative 3-uniform tensor with order 3 dimension 3, the slices of A are
given as follows:

A1 =


1 0 0
0 0 3
0 6 0

 , A2 =


0 0 6
0 8 0
3 0 0

 , A3 =


0 9 0
11 0 0
0 0 9

 .
We can get the following table with the help of MATLAB software.

i 1 2 3
r(1)

i (A) = ri(A) 10 17 29
r(2)

i (A) = mi(A) 45.3700 17.0311 13.0428
r(3)

i (A) = ωi(A) 1.9712 26.3609 99.8449
ψ(2)

i (A) 45.3700 38.5154 40.1996

From the above table, we see that r(2)
1 (A) > r(2)

2 (A) > r(2)
3 (A) holds, it implies that when q = 2 we

can apply Theorem 3.1 to A, and we obtain ρ(A) ≤ min
1≤i≤3

ψ(2)
i = ψ(2)

2 = 38.5154.

In order to apply Theorem 3.1 when q = 1, 3, we let P be a permutation matrix of order 3 as follows,
then A is permutation similar to A′ = PAPT by definition 2.4 and ρ(A) = ρ(A′) by Theorem 2.5. We
also write the slices of A′, and get the following table of tensor A′ as follows, where χ(q)

i be the ψ(q)
i of

A′ for q ∈ [3] and i ∈ [3].

P =


0 0 1
0 1 0
1 0 0

 , A′1 =


9 0 0
0 0 11
0 9 0

 , A′2 =


0 0 3
0 8 0
6 0 0

 , A′3 =


0 6 0
3 0 0
0 0 1

 .

i 1 2 3
r(1)

i (A′) = ri(A′) 29 17 10
r(2)

i (A′) = mi(A′) 13.0428 17.0311 45.3700
r(3)

i (A′) = ωi(A′) 99.8449 26.3609 1.9712
χ(1)

i 29.0000 22.4081 21.9444
χ(3)

i 99.8449 75.3899 81.2271

From the above table, we see that r(1)
1 (A′) > r(1)

2 (A′) > r(1)
3 (A′) and r(3)

1 (A′) > r(3)
2 (A′) > r(3)

3 (A′)
hold, it implies that when q = 1, 3 we can apply Theorem 3.1 to A′, and we obtain ρ(A) = ρ(A′) ≤
min
1≤i≤3

χ(1)
i = χ(1)

3 = 21.9444 when q = 1, and ρ(A) = ρ(A′) ≤ min
1≤i≤3

χ(3)
i = χ(3)

2 = 75.3899 when q = 3.

From the above arguments, we can see that the upper bound of q = 1 is better than the upper bound
of q = 2 or q = 3.

Example 3.3. Let B be a nonnegative 3-uniform tensor with order 3 dimension 3, the slices of B are
given as follows, and we get the following table with the help of MATLAB software.
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B1 =


1 0 0
0 0 0.1
0 0.1 0

 , B2 =


0 0 0.6
0 0.1 0

0.1 0 0

 , B3 =


0 0.1 0

0.1 0 0
0 0 0.5

 .
i 1 2 3

r(1)
i (B) 1.2000 0.8000 0.7000

r(2)
i (B) 1.0778 1.0187 0.8918

r(3)
i (B) 1.1564 0.7483 0.7761
ψ(1)

i 1.2000 1.1292 1.1685
ψ(2)

i 1.0778 1.0754 1.1763

Similar to the arguments of Example 3.2, we can apply Theorem 3.1 to B, and we obtain ρ(B) ≤
min
1≤i≤3

ψ(1)
i = ψ(1)

2 = 1.1292 when q = 1, and ρ(B) ≤ min
1≤i≤3

ψ(2)
i = ψ(2)

2 = 1.0754 when q = 2.

In order to apply Theorem 3.1 when q = 3, we let P be a permutation matrix of order 3 as follows,
then B is permutation similar to B′ = PBPT by Theorem 2.4 and ρ(B) = ρ(B′) by Theorem 2.5. We
also write the slices of B′, and get the following table of tensor B′ as follows, where χ(q)

i be the ψ(q)
i of

B′ for q ∈ [3] and i ∈ [3].

P =


1 0 0
0 0 1
0 1 0

 , B′1 =


1 0 0
0 0 0.1
0 0.1 0

 , B′2 =


0 0 0.1
0 0.5 0

0.1 0 0

 , B′3 =


0 0.6 0

0.1 0 0
0 0 0.1

 .
i 1 2 3

r(1)
i (B′) = ri(B′) 1.2000 0.7000 0.8000

r(2)
i (B′) = mi(B′) 1.0778 0.8918 1.0188

r(3)
i (B′) = ωi(B′) 1.1564 0.7761 0.7483

χ(3)
i (B′) 1.1564 1.1130 1.1285

Clearly, we can apply Theorem 3.1 when q = 3, and we have ρ(B) = ρ(B′) ≤ min
1≤i≤3

χ(3)
i = χ(3)

2 =

1.1130 when q = 3.
From the above arguments, we can see that the upper bound of q = 2 is better than the upper bounds

of q = 1 and q = 3.
Combining the above two examples, we know the upper bounds for different q are not comparable.

4. Applications to hypergraphs

Let H be a k-uniform hypergraph on n vertices, A(H) and Q(H) are the adjacency tensor and the
signless Laplacian tensor ofH , respectively. It was proved in [10, 22] that a k-uniform hypergraphH
is connected if and only if its adjacency tensor A(H) (and thus the signless Laplacian tensor Q(H)) is
weakly irreducible.
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Recently, several papers studied the spectral radii of A(H) and Q(H) of a k-uniform hypergraphH
(see [5, 7, 17, 19, 31, 32] and so on).

In this section, we will apply Theorem 3.1 to the adjacency tensor A(H) and the signless Laplacian
tensor Q(H) of a k-uniform hypergraphH .

Theorem 4.1. Let k ≥ 2, q ≥ 1, n ≥ 2, H be an n vertices k-uniform hypergraph, the notation
r(q)

i = r(q)
i (A(H)) for all i ∈ [n] with r(q)

1 ≥ · · · ≥ r(q)
n , where r(1)

i > 0 for i ∈ [n] when q ≥ 2. Let

b = max
1≤i, j≤n

r(q−1)
j

r(q−1)
i

, L = bk−1

k−1

(
n−2
k−2

)
, ψ(q)

1 = r(q)
1 , and for 2 ≤ s ≤ n,

ψ(q)
s =

1
2

r(q)
s − L +

√√
(r(q)

s + L)2 + 4L
s−1∑
t=1

(r(q)
t − r(q)

s )

 .
Then

ρ(A(H)) ≤ min
1≤s≤n

{
ψ(q)

s

}
. (4.1)

Moreover, if k ≥ 3 andH is connected, then the equality in (4.1) holds if and only if r(q)
1 = · · · = r(q)

n .

Proof. Let A = A(H), M = 0,N = 1
(k−1)! , L = bk−1

k−1

(
n−2
k−2

)
. The proof is completed from Theorem 3.1

immediately. �

In fact, if we take H to be a k-uniform hypergraph or a graph, A = A(H), r(q)
i = r(q)

i (A(H)) in
Theorem 4.1, then we have the following table.

k q r(q)
i M N b L conclusion

2 1 di 0 1 1 1 Theorem 3.1 in [8]
2 2 mi 0 1 4

δ
4

δ
Theorem 3.1 in [27]

≥ 3 1 di 0 1
(k−1)! 1 1

k−1

(
n−2
k−2

)
Theorem 1 in [5]

≥ 2 ≥ 1 r(q)
i 0 1

(k−1)! max
1≤i, j≤n

r(q)
j

r(q)
i

bk−1

k−1

(
n−2
k−2

)
Theorem 4.1

Theorem 4.2. Let k ≥ 2, q ≥ 1, n ≥ 2, H be an n vertices k-uniform hypergraph, the notation
r(q)

i = r(q)
i (Q(H)) for all i ∈ [n] with r(q)

1 ≥ r(q)
2 ≥ · · · ≥ r(q)

n , where r(1)
i > 0 for i ∈ [n] when q ≥ 2. Let ∆

be the maximal degree ofH , b = max
1≤i, j≤n

r(q−1)
j

r(q−1)
i

, L = bk−1

k−1

(
n−2
k−2

)
, ψ(q)

1 = r(q)
1 , and for 2 ≤ s ≤ n,

ψ(q)
s =

1
2

r(q)
s + ∆ − L +

√√
(r(q)

s − ∆ + L)2 + 4L
s−1∑
t=1

(r(q)
t − r(q)

s )

 .
Then

ρ(Q(H)) ≤ min
1≤s≤n

{
ψ(q)

s

}
. (4.2)

Moreover, if k ≥ 3 andH is connected, then the equality in (4.2) holds if and only if r(q)
1 = · · · = r(q)

n .
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Proof. Let A = Q(H), M = ∆,N = 1
(k−1)! , L = bk−1

k−1

(
n−2
k−2

)
. The proof is completed from Theorem 3.1

immediately. �

Similarly, if we take H to be a k-uniform hypergraph or a graph, A = Q(H), r(q)
i = r(q)

i (Q(H)) in
Theorem 4.2, then we have the following table.

k q r(q)
i M N b L conclusion

2 1 2di ∆ 1 1 1 Theorem 4.2 in [8]
2 2 mi ∆ 1 4

δ
4

δ
Theorem 3.2 in [27]

≥ 3 1 2di ∆ 1
(k−1)! 1 1

k−1

(
n−2
k−2

)
Theorem 2 in [5]

≥ 2 ≥ 1 r(q)
i ∆ 1

(k−1)! max
1≤i, j≤n

r(q)
j

r(q)
i

bk−1

k−1

(
n−2
k−2

)
Theorem 4.2

5. Applications to directed hypergraphs

Directed hypergraphs have found applications in imaging processing [9], optical network
communications [14], computer science and combinatorial optimization [11]. However, unlike
spectral theory of undirected hypergraphs, there are very few results in spectral theory of directed
hypergraphs.

A directed hypergraphs
−→
H is a pair (V(

−→
H), E(

−→
H)), where V(

−→
H) = [n] is the set of vertices and

E(
−→
H) = {e1, e2, . . . , em} is the set of arcs. An arc e ∈ E(

−→
H) is a pair e = ( j1, e( j1)), where e( j1) =

{ j2, . . . , jt}, jl ∈ V(
−→
H) and jl , jh if l , h, for l, h ∈ [t] and t ∈ [n]. The vertex j1 is called the tail (or

out-vertex) and each other vertex j2, . . . , jt is called a head (or in-vertex) of the arc e. The out-degree
of a vertex j ∈ V(

−→
H) is defined as d+

j = |E+
j |, where E+

j = {e ∈ E(
−→
H) : j is the tail of e}.

Two distinct vertices i and j are strong-connected, denoted by i → j, if there is a sequence of arcs
(e1, . . . , et) such that i is the tail of e1, j is a head of et, and a head of er is the tail of er+1 for all
r ∈ [t − 1]. A directed hypergraph is called strongly connected, if every pair of different vertices i and
j of
−→
H satisfying i→ j and j→ i.

Similar to the definition of a k-uniform hypergraph, we define a k-uniform directed hypergraph as
follows: A directed hypergraph

−→
H = (V(

−→
H), E(

−→
H)) is called a k-uniform directed hypergraph if |e| = k

for any arc e ∈ E(
−→
H). When k = 2, then

−→
H is an ordinary digraph.

The following definitions for the adjacency tensor and signless Laplacian tensor of a directed
hypergraph was proposed by Chen and Qi in [6].

Definition 5.1. ( [6]) Let
−→
H = (V(

−→
H), E(

−→
H)) be a k-uniform directed hypergraph. The adjacency

tensor of the directed hypergraph
−→
H is defined as the order k dimension n tensor A(

−→
H), whose

(i1i2 · · · ik)-entry is:

(A(
−→
H))i1···ik =

 1
(k−1)! , if (i1, e(i1)) ∈ E(

−→
H) and e(i1) = (i2, . . . , ik),

0, otherwise.
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Let D(
−→
H) be an order k dimension n diagonal tensor with its diagonal entry dii···i being d+

i , the out-

degree of vertex i, for all i ∈ V(
−→
H) = [n]. Then Q(

−→
H) = D(

−→
H) +A(

−→
H) is the signless Laplacian tensor

of the directed hypergraph
−→
H .

Xie and Qi [28] defined the eigenvalues (signless Laplacian eigenvalues) of a uniform directed
hypergraph

−→
H as the eigenvalues of the adjacency (signless Laplacian) tensor A(

−→
H) (Q(

−→
H)) of

−→
H .

The spectral radii of A(
−→
H) and Q(

−→
H), denoted by ρ(A(

−→
H)) and ρ(Q(

−→
H)), are called the (adjacency)

spectral radius and the signless Laplacian spectral radius of
−→
H , respectively.

Clearly, the adjacency tensor and the signless Laplacian tensor of a k-uniform directed hypergraph
−→
H are nonnegative k-uniform tensors, but not symmetric in general. It was proved in [20] that a k-
uniform directed hypergraph

−→
H is strongly connected if and only if its adjacency tensor A(

−→
H) (and

thus the signless Laplacian tensor Q(
−→
H)) is weakly irreducible.

Recently, several papers studied the spectral radii of the adjacency tensor A(
−→
H) and the signless

Laplacian tensor Q(
−→
H) of a k-uniform directed hypergraph

−→
H (see [6, 20, 28, 31] and so on).

In this section, we apply Theorem 3.1 to the adjacency tensor A(
−→
H) and the signless Laplacian

tensor Q(
−→
H) of a (strongly connected) k-uniform directed hypergraph

−→
H , and obtain some new results

about ρ(A(
−→
H)) and ρ(Q(

−→
H)).

Theorem 5.2. Let k ≥ 2, q ≥ 1, n ≥ 2,
−→
H be a k-uniform directed hypergraph with n vertices, the

notation r(q)
i = r(q)

i (A(
−→
H)) for all i ∈ [n] and q ≥ 1 with r(q)

1 ≥ · · · ≥ r(q)
n , where r(1)

i > 0 for i ∈ [n] when

q ≥ 2. Let L = bk−1

k−1

(
n−2
k−2

)
, b = max

1≤i, j≤n

r(q−1)
j

r(q−1)
i

, ψ(q)
1 = r(q)

1 , and

ψ(q)
s =

1
2

r(q)
s − L +

√√
(r(q)

s + L)2 + 4L
s−1∑
t=1

(r(q)
t − r(q)

s

 ,
for 2 ≤ s ≤ n. Then

ρ(A(
−→
H)) ≤ min

1≤s≤n

{
ψ(q)

s

}
. (5.1)

Moreover, if k ≥ 3 and
−→
H is strongly connected, then the equality in (5.1) holds if and only if r(q)

1 =

· · · = r(q)
n .

Proof. Let A = A(
−→
H), M = 0, N = 1

(k−1)! , L = bk−1

k−1

(
n−2
k−2

)
. Then the result holds by Theorem 3.1. �

Theorem 5.3. Let k ≥ 2, q ≥ 1, n ≥ 2,
−→
H be a k-uniform directed hypergraph with n vertices, the

notation r(q)
i = r(q)

i (Q(
−→
H)) for all i ∈ [n] and q ≥ 1 with r(q)

1 ≥ r(q)
2 ≥ · · · ≥ r(q)

n , where r(1)
i > 0 for i ∈ [n]

when q ≥ 2. Let ∆+ be the maximal out-degree of
−→
H , b = max

1≤i, j≤n

r(q−1)
j

r(q−1)
i

, L = bk−1

k−1

(
n−2
k−2

)
, ψ(q)

1 = r(q)
1 , and

ψ(q)
s =

1
2

r(q)
s + ∆+ − L +

√√
(r(q)

s − ∆+ + L)2 + 4L
s−1∑
t=1

(r(q)
t − r(q)

s )

 ,
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for 2 ≤ s ≤ n. Then
ρ(Q(
−→
H)) ≤ min

1≤s≤n

{
ψ(q)

s

}
. (5.2)

Moreover, if k ≥ 3 and
−→
H is strongly connected, then the equality in (5.2) holds if and only if r(q)

1 =

· · · = r(q)
n .

Proof. Let A = Q(
−→
H), M = ∆+, N = 1

(k−1)! , L = bk−1

k−1

(
n−2
k−2

)
. Then the result holds by Theorem 3.1. �

In fact, we can obtain some known or new upper bounds for digraphs by taking k = 2, q = 1, 2, 3, ...
in Theorems 5.2 and 5.3, and we can also obtain some known (for example, Theorems 4.4 and 4.5
in [20]) or new upper bounds for uniform directed hypergraphs by taking k ≥ 3, q = 1, 2, 3, ... in
Theorems 5.2 and 5.3, and we omit them here.
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