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Abstract: The main goal of this work is to investigate the following nonlinear plate equation
e + Nu+ a(0)g(uy) = uluf’,

which models suspension bridges. Firstly, we prove the local existence using Faedo-Galerkin method
and Banach fixed point theorem. Secondly, we prove the global existence by using the well-depth
method. Finally, we establish explicit and general decay results for the energy of solutions of the
problem. Our decay results depend on the functions @ and g and obtained without any restriction
growth assumption on g at the origin. The multiplier method, properties of the convex functions,
Jensen’s inequality and the generalized Young inequality are used to establish the stability results.
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1. Introduction

The importance of bridges is undeniable and their presence in human daily life goes back a long
time. With the presence of the bridges, road and railway traffic runs without any interruption over rivers
and hazardous areas, time and fuel are saved, congestion on roads is minimized, distances between
places are reduced, and many accidents have been avoided, as the bridges have reduced the number
of bends and zig-zags in roads. As a result, many economies have grown and many societies have
become connected. However, bridges have brought some challenges, such as collapse and instability
due to natural hazards such as wind, earthquakes, etc. To overcome these difficulties, engineers and
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scientists have made efforts to find the best designs and possible models. Our aim in this work is to
investigate the following plate problem

uy + Au + a(H)g(u;) = uluf’, in Q x (0,T),

u0,y,1) = un(0,y,0) = u(m,y, 1) = un(m,y,1) =0, (y,1) € (—=d,d) X (0,7),

Uy (X, £d, 1) + ouy(x, xd, 1) = 0, (x,1) € (0,7) X (0,T), (1.1)
Uy (X, £d, 1) + (2 = O )y (X, £d, 1) = 0, (x,1) € (0,7) X (0, 7T),

u(x,y,0) = ug(x,y), ux,y,0) =ui(x,y), in Qx(0,7),

where Q = (0,7) X (-d,d), d,p > 0,g : R - Rand a : [0,+c0) — (0,+00) is a nonincreasing
differentiable function, u is the vertical displacement of the bridge and o is the Poisson ratio. This
is a weakly damped nonlinear suspension-bridge problem, in which the damping is modulated by a
time dependent-coeflicient a(¢). Firstly, we prove the local existence using the Faedo-Gherkin method
and Banach fixed point theorem. Secondly, we prove the global existence by using the well-depth
method. Finally, we establish an explicit and general decay result, depending on g and «, for which
the exponential and polynomial decay rate estimates are only special cases. The proof is based on
the multiplier method and makes use of some properties of convex functions, including the use of the
general Young inequality and Jensen’s inequality.

2. Literature review

The famous report by Claude-Louis Navier [1] was the only mathematical treatise of suspen-
sion bridges for several decades. Another milestone theoretical contribution was the monograph by
Melan [2]. After the Tacoma collapse, engineers felt the necessary to introduce the time variable
in mathematical models and equations in order to attempt explanations of what had occurred. As a
matter of fact, in Appendix VI of the Federal Report [3], a model of inextensible cables is derived
and the linearized Melan equation was obtained. Other important contributions were the works by
Smith-Vincent and the analysis of vibrations in suspension bridges presented by Bleich-McCullough-
Rosecrans-Vincent [4]. In all these historical references, the bridge was modelled linearly as a beam
suspended to a cable. Hence, all the equations were linear. Mathematicians have not shown any interest
in suspension bridges until recently. McKenna, in 1987, introduced the first nonlinear models to study
them from a theoretical point of view, and he was followed by several other mathematicians (see [5,6]).
McKenna’s main idea was to consider the slackening of the hangers as a nonlinear phenomenon, a
statement which is by now well-known also among engineers [7, 8]. The slackening phenomenon was
analyzed in various complex beam models by several authors (see [9-11]). Motivated by the wonderful
book of Rocard [12], where it was pointed out that the correct way to model a suspension bridge is
through a thin plate, Ferrero-Gazzola [13] introduced the following hyperbolic problem:

u (X, v, 1) + qu; + A%u(x, y, ) + h(x,y,u) = f, in Q x R*,

u(O,y, t) = uxx(O,y’ t) = u(ﬂ’y’ t) = Mxx(n-’ya t) =0, (y’ 1) € (_& 5) X R+a

Uy (x, £0,1) + o (x, £6,1) = 0, (x,1) € (0,7) X RY, 2.1
Upyy (X, £0, 1) + (2 = Oty (x, £6,1) = 0, (x,1) € (0, ) X RY,

u(x,y,0) = ug(x,y), ux,y,0) =ui(x,y), in QxR

where Q = (0,71) X (—¢,¢) is a planar rectangular plate, o is the well-known Poisson ratio, 7 is the
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damping coefficient, 4 is the nonlinear restoring force of the hangers and f is an external force. After
the appearance of the above model, many mathematicians showed interest in investigating variants of
it, using different kinds of damping with the aim to obtain stability of the bridge modeled through the
above problem. Messaoudi [14] considered the following nonlinear Petrovsky equation

u,; + Au + auu, ™% = bulul’?, (2.2)

and proved the existence of a local weak solution, showed that this solution is global if m > p and

blows up in finite time if p > m and the energy is negative. Wang [15] considered the equation

Uy + Ou, + Au+ au = ululP?, (2.3)

where a = a(x, y, t) together with the above initial and boundary conditions. After showing the unique-
ness and existence of local solutions, he gave sufficient conditions for global existence and finite-time
blow-up of solutions. Mukiawa [16] considered a plate equation modeling a suspension bridge with
weak damping and hanger restoring force. He proved the well-posedness and established an explicit
and general decay result without putting restrictive growth conditions on the frictional damping term.
Messaoudi and Mukiawa [17] studied problem (2.3), where the linear frictional damping was replaced
by nonlinear frictional damping and established the existence of a global weak solution and proved
exponential and polynomial stability results. Audu et al. [18] considered a plate equation as a model
for a suspension bridge with a general nonlinear internal feedback and time-varying weight. Under
some conditions on the feedback and the coefficient functions, the authors established a general decay
estimate. For more results related to the existence of work on similar problems, we mention the work
of Xu et al. [19], in which they proved the local existence of a weak solution by the Galerkin method
and the global existence by the potential well method. He et al. [20] considered the following Kirchhoff
type equation

- (a +b f |Vu|2dx) Au= f(u)+h, inQ, (2.4)
Q

where Q C R? is a bounded domain or Q = R*, 0 < h € L*(Q) and f € C (R,R). The authors proved
the existence of at least one or two positive solutions by using the monotonicity trick, and nonexistence
criterion is also established by virtue of the corresponding Pohoaev identity. Recently, Wang et al. [21]
considered the fractional Rayleigh-Stokes problem where the nonlinearity term satisfied certain critical
conditions and proved the local existence, uniqueness and continuous dependence upon the initial data
of e-regular mild solutions. More results in this direction can be found in [22-27]. The paper is
organized as follows. In Section 3, we present some preliminaries and essential lemmas. We prove the
local existence in Section 4 and the global existence in Section 5. The statement and the proof of our
stability result will be given in Section 6.

3. Preliminaries and essential lemmas

In this section, we present some material needed in the proofs of our results. First, we introduce the
following space

H*(Q) ={we HX(Q):w=0on{0,7} x (-d,d)}, (3.1)
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together with the inner product

U, V) = f (AuAv + (1 = 0)2uyyViy — UyyVyy — uyyvxx)) dx. (3.2)
Q
It is well known that (H>(Q), (-, -) x2) is a Hilbert space, and the norm ||.||12LI2 is equivalent to the usual

H?, see [13]. Throughout this paper, c is used to denote a generic positive constant.

Lemma 3.1. [15] Let u € H*(Q) and assume that 1 < p < oo, then, there exists a positive constant
C, = C,(Q, p) > 0 such that
lull, < Cellell 2 -

Lemma 3.2. (Jensen’s inequality) Let  : [a, b] — R be a convex function. Assume that the functions
f:(0,L) — [a,b]l and r : (0,L) — R are integrable such that r(x) > 0, for any x € (0,L) and
L

f r(x)dx = k > 0. Then,
0

1 (F 1
w(; f f(x)r(x)dx) <t f W(FE)Fx. (3.3)
0 0

We consider the following hypotheses:

(H1). The function g : R — R is nondecreasing C° function satisfying for &, c;, ¢, > 0,

cils| < |g(s)| < calsl, if |s| > &, )
IsI* + g%(s) < G™' (sg(s)), if |s| < &, '

where G : R — R* is a C' function which is linear or strictly increasing and strictly convex C?
function on [0, €] with G(0) = 0 and G’(0) = 0. In addition, the function g satisfies, for © > 0,

(g(s1) — g(52)) (51 — 52) > V51 — 2. (3.5)
(H2). The function @ : R* — R* is a nonincreasing differentiable function such that fooo a(t)dt = co.

Remark 3.3. Hypothesis (HI) implies that sg(s) > 0, for all s # 0 and it was introduced and employed
by Lasiecka and Tataru [28]. It was shown there that the monotonicity and continuity of g guarantee
the existence of the function G with the properties stated in (HI).

Remark 3.4. As in [28], we use Condition (3.5) to prove the uniqueness of the solution.
The following lemmas will be of essential use in establishing our main results.

Lemma 3.5. [29] Let E : R* — R* be a nonincreasing function and y : R* — R* be a strictly
increasing C'-function, with y(t) — +00 as t — +oco. Assume that there exists ¢ > 0 such that

[

f)/’(t)E(t)dt < cE(S) 1<S < +00.
S

Then there exist positive constants k and w such that

E(f) < ke O,
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Lemma 3.6. [30] Let E : R* — R be a differentiable and nonincreasing function and y : R* — R*
be a convex and increasing function such that y(0) = 0. Assume that

fm)( (E()dt < E(s), Vs=>0. (3.6)
Then, E satisfies the following estimate
E(t) <y~ (W) + ¢ (EQ), V>0, (3.7)

where y(t) = ftl —Lds, and

x(s)

- E(0)
ht) =0, 0<1< - ZgG

-1 -+ (E0))
=t+ 7= > 0.
h= ()=t Xl +y(EO)))° £>0

4. Local existence

In this section, we state and prove the local existence of weak solutions of problem (1.1). Similar
results can be found in [31,32]. To this end, we consider the following problem

uy(x, v, 1) + A%u(x, v, 1) + a(t)gu,) = f(x,1), in Qx (0, T),

u0,y,1) = un(0,y,0) = u(m,y, 1) = un(m,y,1) =0, (y,1) € (=d,d) X (0,7),

Uy (X, £d, 1) + ouy(x, 2d, 1) = 0, (x,1) € (0,7) X (0,T), “4.1)
Uy (X, £d, 1) + (2 = O )y (x, £d, 1) = 0, (x,1) € (0,7) X (0, 7T),

u(x,y,0) = ug(x,y), ux,y,0) =ui(x,y), in Qx(0,7),

where f € L*(Q x (0, T)) and (uo, u;) € H*(Q) x L*(Q). Then, we prove the following theorem:

Theorem 4.1. Let (ug, u;) € H>(Q) x L*(Q). Assume that (H1) and (H2) hold. Then, problem (4.1) has
a unique local weak solution

ue L=(0,7), H (Q)), u € L™([0,T), LX), uy € LV([0,T), H()),
where H(Q) is the dual space of H*(Q).

Proof. Uniqueness: Suppose that (4.1) has two weak solutions (u, v). Then, w = u — v satisfies

Wi(X,,1) + A*w(x,y, 1) + a(t)g(u;) — a(t)g(v,) = 0, in Q x (0, T),

w(0,y,1) = wi(0,y,1) = w(m, y,1) = wy(m,y,1) =0, (y,0) € (=d,d) X (0,T),

Wy (x, £d, 1) + owy(x, £d, 1) = 0, (x,1) € (0,7) X (0,T), 4.2)
Wy (X, £d, 1) + (2 = )Wy (x, £d, 1) = 0, (x,1) € (0,7) X (0,T),

w(x,y,0) =wi(x,y,0) =0, in Qx(0,T).

Multiplying (4.2) by w, and integrating over (0, f), we get

%% [ j; (w? + 1Aw) dx
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Integrating (4.3) over (0, ), we obtain

f (wt2 + |AW|2) dx + 2a(t)f f (g(u,) — gv) (u; — vy)dxds = 0. “4.4)
Q 0 Ja

Using Condition (3.5) and (H2), for a.e. x € €, we have

fg (w? + |Awldx) = 0, (4.5)

We conclude u = v = 0 on Q X (0, T'), which proves the uniqueness of the solution of problem (4.1).
Existence: To prove the existence of the solution for problem (4.1), we use the Faedo-Galerkin method
as follows: First, we consider {v j}jzl an orthonormal basis of H2(2) and define, for all kK > 1, a sequence

vEin Vi = span{vy,vs, ..., v} € HX(Q), given by
' (x, 1) = =5 a0 (),
for all x € Q and ¢ € (0, T) and satisfies the following approximate problem

o, ub e, 0yvidx + [0 Auk(x, DAV dx + a(2) [ gub)v; = [0 f(x, vidx,in QX (0, T),

4.
Uk (x,,0) = uf(x,y), ul(x,y,0) = ut(x,y), in Qx(0,7), (4.6
forall j=1,2,...,k,
u(0) = ug = T, (g, vi) vi, ul(0) = uf = T (ur, vid v, 4.7)
such that . )
u, — uy € H-(Q),
0 0 *( ) (4,8)

ulf — uy € LHQ).

For any k > 1, problem (4.6) generates a system of k nonlinear ordinary differential equations. The
ODE’s standard existence theory assures the existence of a unique local solution u* for problem (4.6)
on [0, T}), with 0 < T} < T. Next, we have to show, by a priori estimates, that T, = T,Vk > 1. Now,
multiplying (4.6) by a’(7), using Green’s formula and the boundary conditions, and then summing each
result over j we obtain, for all 0 < t < Ty,

1d
oo [ fg (1ufP + (Au)?) dx

Then, integrating (4.9) over (0, ¢) leads to

;f(m + |Au? )dx+ftfa(s)utg( ¥)dxds

f Iuk|2+|Au0| dx + f f f(x, Huk(x, t)dxds. (4.10)
Q

+ a(r) f utg (uf) dx = f f(x, B (x, nydx. (4.9)
Q Q

l\)l>—‘
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From the convergence (4.8), using the fact that f € L* (Q x (0, T)), and exploiting Young’s inequal-
ity, then (4.10) becomes, for some C > 0, and for any 7 € [0, #;)

1 !

§L[|Mf|2+|Auk|2dX]+j(; fga(s)ufg(uf)dxds
1 ! t

<= f [|u’;|2+|Au’5|2]dx+,s f f u*dxds + C, f f |f(x, s)*dxds (4.11)
2 Q 0 Q 0 Q

<C,+e¢sup f |udx.

0.7 Ja

Therefore, we obtain

1 Ik
— sup f |ud, F2dx + = sup f |Au Pdx + 3 sup f fa(s)uf(x, $)g (uf(x, s)) dxds
0 Ja

2

(0,Ty) (0 Ty) JQ (0,Ty) (4' 12)
<C.+¢esup f qulzdx.

0Ty JQ
Choosing € = i, estimate (4.12) yields, for all 7, < T and C > 0,
Tk

sup f |u*dx + sup f |AuFPPdx + supf foz(s)uf(x, $)g (u’f(x, s)) dxds < C. (4.13)
0,7 JQ 0,Tx) JQ 0.Tx) Jo Q

Consequently, the solution u* can be extended to (0, T), for any k > 1. In addition, we have
(u¥) is bounded in L™((0, T), H*(Q)) and (") is bounded in L*((0, T), L*(Q)).
Therefore, we can extract a subsequence, denoted by (u%) such that, when £ — oo, we have
u’ — u weakly * in L¥((0, T), H*(Q)) and u’ — u, weakly * in L((0, T), L*(Q)).

Next, we prove that g(u) is bounded in L? ((0, T); LZ(Q)). For this purpose, we consider two cases:
Case 1. G is linear on [0, €]. Then using (H1) and Young’s inequality, we get

fgz(uf)dxscfufg(uf)dx—f|uf|2dx
Q
4.14)
f ! Pdx + 8 f 2(ub)dx,
= o, §

for a suitable choice of 6y and using the fact that u! is bounded in L*((0, T), L*(£2)), we obtain

T
fo fg g (ul)dxdt < c. (4.15)

Case 2. G is nonlinear. Let 0 < &, < & such that
sg(s) < min{e, G(¢)} for all |s| < &;. 4.16)
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Then, one can show that

52 + g%(s) < G '(sg(s)) forall |s| < &
4.17)
cilsl < 1g(9)l < sl for all |s| > &;.
Define the following sets
Q ={xeQ:u|<e), andQ = {x € Q: |u] > &}. (4.18)
Then, using (4.17) and (4.18) leads for some ¢}, > 0,
[ fupax= [ gupaxs [ g
Q 0, Q
<dc |u! [*dx + f (|I/t[|t2 + gz(uf)) dx — f |’ |*dx (4.19)
Q Q Q
< c'zf |u! [*dx + f G (ulgub))dx.
o) Q
Let
JA@) = f ufg(uf)dx,
Q)
ﬂmzﬂwnwwz) L, (4.20)
2 2 B/ g4 B+2
and
(E) @ = —a() f ulg(ub)dx < 0. 4.21)
Q
Using (4.19) and Jensen’s inequality, we obtain
f g Whdx < c f u!*dx + G~ (J (1))
Q
G E[(t)) (4.22)
— 14v) OEN0)) et [ 46
cf ulPdx + —— o Elm) (/@).
0 Ef(O)

Using the convexity of G (G’ is increasing), we obtain for ¢ € (0, T),

ELD) EXT)
G’ >G’
&%%J‘ (E%)
Let G* be the convex conjugate of G in the sense of Young (see [33], pp. 61-64), then, for s €
0,G’()],

G'(s) = 5(G')"'(5) = GI(G) ()] < s(G')'(s). (4.23)

Using the general Young inequality
AB <G*(A)+G(B), if A€(0,G'(¢)], Be (0,¢],
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for

1
A=G (so%) and B=G" (J"(z)),

and using the fact that E‘(r) < EX(0), we get

4 14
f Pu)dx < ¢ f P + cog 20 G’( c (Z)) _CEY ()
Q Q

E©) \"E©)
E‘(t [ E“D ,
< CL |ul[Pdx + CSOEK(O)G (80E"(0)) _ CEY (1) (4.24)

<c f u*dx + ¢ — C(EY) ().
Q

Integrating (4.24) over (0, T'), we obtain

T T
f f S wHdxdr < ¢ f f u! Pdxdt + T - C (E“(T) - E(0)). (4.25)
0 Q 0 Q

Using (4.21) and the fact that u! is bounded in L? ((0, T); LQ(Q)), we conclude that g(u!) is bounded
in L? ((0, T); LZ(Q)). So, we find, up to a subsequence, that

g(u))—=x in L7 ((0, T); LX(©)). (4.26)

Now, we have to show that y = g(u,). In (4.6), we use u’ instead of #* and then integrate over (0, 1)
to get

fg ufvjdx - fg ufvjdx + fot fQ Aquvjdxds + fot fga(s)g(uf)vjdxds = fot fgfvjdxds, j<t. (4.27)
As ¢ — +o0, we easily check that

fQutvjdx - fgulvjdx + fothAuAvjdxds + fotfga(s))(vjdxds = fotfgfvjdxds, j=>1. (4.28)
Hence, for v € H>(QQ), we have

fQ uvdx — fQ uvdx + fotfg AulAvdxds + fot j;zoz(s))(vdxds = fot fgfvdxds. 4.29)

Since all terms define absolute continuous functions, we get, for a.e. t € [0, T] and for v € H*(Q),
the following
% fQ uvdx + fQ AulAvdx + fg a(t)yvdx = fQ fvdxds. (4.30)

This implies that
Uy + Nu+a(f)y = f, in D’ (Qx (0, T)). 4.31)

Using (H1), we see that
T
X’ = f f a(s) (u! = v) (s(u)) - () dxdt 2 0, v € L* (0, T); LA(Q)). (4.32)
0 Q
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So, by using (4.6) and replacing u* by u’, we get

g 1 1
= f ffufdxdt + 2 f (qu|2 + |Auf|2) dx — 3 f qu(x, T)|?dx
0o Ja Q Q
1 T T
~3 f IAuf(x, T)Pdx — f fa/(t)g(uf)vdxdt — f fa(t)g(v) (uf - v) dxdt.
Q 0o Ja 0 Ja

Taking { — +oco, we obtain
T 1
0 < lim sup X' < f f fuidxdt + f (Ius? + 1Aul?) dx

- f lu,(x, T)|*dx — = f |Au,(x, T)|*dx — f f a(t)yvdxdt
—f fa/(t)g(v)(ut—v)dxdt.
0 Q

Replacing v by u, in (4.30) and integrating over (0, 7), we obtain

T 1 1
f f fudxdt = = f (e, TYPdlx + |Aux, T)) dx — > f i [Pdx
0 Q 2 Q 2 Q
1 T
——fIAuolzdx+f fa(t))(utdxdt.
2 Jo 0 Jo

Adding of (4.34) and (4.35), we get

T T T
0 < limsup X' < f fa(t))(utdxdt - f fa(t))(vdxdt - f fa(t)g(v)(u, — v)dxdt.
¢ 0 Ja 0 Ja 0o Ja

This gives
f ' f () (x = §0)) (w, - v)dxdt 2 0, v € L*((0,T), L*(Q)).
Hence, 0 , "
fo fg a(t) (x — gv) (u; — v)dxdt > 0, v e L* (Q x (0,T)).
Let v = Aw + u,, where 1 > 0 and w € L? (Q x (0, T)). Then, we get

T
—/lf f a(t) (y — g(Aw + ) wdxdt > 0, w € L2 (Qx(0,7)).
0 Ja

For A > 0, we have

T
Pl f f a(t) (x — g(w + u)) wdxdt <0, we L*(Q x (0,T)).
0 Q

As A — 0 and using the continuity of g with respect of A, we get

T
A f f a(t) (x — g(u)) wdxdt <0, we L* (Q x (0,T)).
0 Q

(4.33)

(4.34)

(4.35)

(4.36)

(4.37)

(4.38)

(4.39)

(4.40)

(4.41)
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Similarly, for 4 < 0, we get

Pl fo ' fg a(t) (v — gu) wdt > 0, w e L>(Q % (0,T)). (4.42)
This implies that y = g(u,). Hence, (4.30) becomes
fg (v + Aulv + a(H)g(u,)v) dx = fg fvdx, ve L*((0,T); HA(Q)). (4.43)
which gives
uy + ANu+a(t)gu;) = f, in D' (Qx (0,T)). (4.44)

To handle the initial conditions of problem (4.1), we first note that

u‘—u weakly xin L¥(0, T; H*(Q))
ul—u, weakly xin L(0, T LA (Q)).

t

(4.45)
Thus, using Lion’s Lemma and (4.6), we easily obtain u’ — u € C ([0, T];LZ(Q)). Therefore,
u’(x,0) makes sense and u’(x,0) — u(x,0) € L*(Q). Also, we see that
ul(x,0) = ul — ug(x) € HX(Q)
] 0 0 * *

Hence, u(x,0) = up(x). As in [34], let ¢ € C(0,T), and replacing u* by u’, we obtain from (4.6)
and for any j < ¢

— [T e w0 (dxdt = — [ [ Aut(x, AV (0@ (D)dxdt

(4.46)
_ foT J, agdHv(x)p()dxdt + fOT o, £ v (0D dxd.
As { — +o0, we have for any ¢ € C7°((0, 7)),
— [ [ w0 dxde = — [ [ AuCx, YAV ()$(1)dxd
(4.47)

— [T [ aguv;op@dxde + [ [ f(x, v )d0)dxdt,
for all j > 1. This implies that
- fOT I, weCx, V(D) (t)dxdrt = fOT Joo [-2uCx, 1) = a0g(wr) + f(x. ] v()p(Ddxdt, (4.48)
for all v € H*(Q). This means that u,, € L*((0, T); H()) and u solves the equation
Uy + Au+ a(gu,) = f. (4.49)

Thus
u, € L¥((0,T); L*(Q)), uy € L¥((0, T); H(Q)).
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Consequently, u; € C((0, T); H(L)). So, u‘(x,0) makes sense and follows that
ut(x,0) — u,(x,0) in H(Q)

and since
1y (x,0) = uj(x) = uy(x) in L*(Q),

then
u(x,0) = up(x).

This ends the proof of Theorem 4.1.
Now, we proceed to establish the local existence result for problem (1.1).

Theorem 4.2. Let (up,u;) € H*(Q) x L*(Q) be given. Then problem (1.1) has a unique local weak
solution

we L7([0,T), HAQ)), € L™ ([0,T),L2Q)), uye L ([0,T),H(Q).
Remark 4.3. In this remark, we point out four cases regarding the solution of problem (1.1):

1) If p =0, g is linear and (uy, u;) € (H4(Q) N Hf(Q)) x H?(Q), then problem (1.1) has a unique
classical solution

ueC([0,7), HXQ), u,€C'([0.7),LX(Q), uy€C(0,T),H(CQ).
2) If B =0, g is linear and (ug, u;) € H*(Q) x L*(Q), then problem (1.1) has a unique weak solution
ue C'([0.7), HX(Q), u €C([0.7),LXQ). uyeL™([0,T),H(C).

3) If B > 0 or g is nonlinear and (uy, u;) € H*(Q) x L*(Q), then problem (1.1) has a unique weak
solution

ue L([0,7), HX(Q), u, € L([0.T),L*(Q)), uy € L™ ([0, T), H(Q)).

4) If B > 0 or g is nonlinear and (uy, u;) € (H“(Q) N Hf(Q)) x H*(Q), then problem (1.1) has a
unique strong solution

ue L ([0,T), HQ) N HAQ)), u, € L((10,T), HXQ)), u, € L([0,T), L*(Q).

Proof. To prove Theorem 4.2, we first let v € L™ ([O, T, Hf(Q)) and f(v) = [v/Pv. Then, by the embed-
ding Lemma 3.1, we have

IFIE = f WA Ddx < +oo. (4.50)
Q

Hence, _
f(v) e L([0,T), L*(Q)) c L*(Q x (0, T)).

Therefore, for each v € L*([0, T), H*(Q)), there exists a unique solution

ue L(0,7), HX(Q)), u, € L™([0,T),L*(Q))
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satisfying the following nonlinear problem

Uy + A+ a(t)g(uy) = f(v), in Qx (0,7T),

u(O,y, t) = uxx(o’y’ t) = Lt(ﬂ',y, t) = uxx(ﬂ’y’ t) =0, (y’ t) € (—d, d) X (0’ T)’
Uy (X, £d, 1) + ouy(x, =d, 1) = 0, (x,1) € (0,7) X (0,T),

Uyyy (X, £d, 1) + (2 = Oy (x, £d, 1) = 0, (x,1) € (0,71) X (0, 7T),

u(x,y,0) = uo(x,y), u(x,y,0) =ui(x,y), in Qx(0,7),

Now, let
Wr = {w € L0, T), HX(Q)/w, € L~((0, T), L ()},

(4.51)

and define the map K : Wy — W7 by K(v) = u. We note that Wy is a Banach space with respect to

the following norm
Wllwy = Wl oo, 120 + IWelleo.1).22))-

Multiply (4.51) by u, and integrate over Q X (0, ), we get forall t < T,

1 1 !
—fu,zdx+—f|Au|2dx+f foz(s)u,g(u,)dxds
2 Ja 2 Ja 0 Ja

. (4.52)
1 2 1 2 B
= > uydx + > |Aug|“dx + VPvu,dxds.
0 Q 0 Jo
Using Young’s inequality and the embedding Lemma 3.1, we have
4
f [VPvu,dx < qutzdx + - f [v[*P+Ddx
o e & Ja (4.53)
<= f u*dx +2 || ||2(ﬂ+”.
4 Jo
Thus, (4.52) becomes
1, 1 eT 2 28+1)
= | wdx+ = |Au| dx < Ay + — sup u;dx + || || dt, 4.54)
where Ay = %llul ||§ + %||AM0||§ and C, is the embedding constant. Choosing & such that % = %, we get
2 2(6+1)
llully, <A+ ThlvIly "
Suppose that [|[v||y, < M and for M?>>2and T < Ty < szwH)’ we conclude that
llully, <A+ ToM* P < M>,
Therefore, we deduce that K : B — B, where
B = {w € L™((0, T), HX(Q))/w, € L~((0, T), L*(): Iwllw, < M}.
Next, we prove, for Ty(even smaller), K is a contraction. For this purpose, let u; = K(v;) and
u, = K(v,) and set u = u; — uy, then u satisfies the following
Uy + Nu + a(D)g(uy,) — a(g(uz) = iy = valfva. (4.55)
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Multiplying (4.55) by u, and integrating over Q X (0,7) we get, forallr < T,

lfutzdx—i'lf|Au|2dx+ftf(a(t)g(ult)_a(t)g(ult))(ult_MZI)dde
2 Ja 2 Ja 0 Jo

:ftf(ﬂvl)_ﬁm)utdm&
0 Q

Using (3.5) and (H2), we have

%Lufdx+%LlAul2dxsfoL(f(vl)—f(vz))u,dxds.

Now, we evaluate

A:Lﬁm—%wwwzﬁﬁ@wwm

wherev=v, —vy, =+ (1 -1, 0 <7 <1, and ]7’(§) = (B + D)EP.
Young’s inequality implies

0 2 ~ 0 2 1)?
A<= f ufdx + = f |f’(§)|2|v|2dx <= f u,zdx + M f lavy + (1 — @)voPv|Pdx
Q 0 Ja 2 Ja 0 Q

2

n=2

0 0 z
< Efgu,zdx+ Cs (M) ™ (lavi + (1 = awsl*)" .
Using the embedding Lemma 3.1, we arrive at

0
ASELﬁM+QQM;wwﬁHM@)
0
<3 fg urdx + 4C,C.MP |
Therefore, (4.57) takes the form
6Ty
2
Choosing ¢ sufficiently small, we see that

1
2 2 2 2
Slelfy, < ==l + CoM*Tollvly,

2 2 2 2
lully, < ACMPToIMPE = yoTollvIi..

Taking Ty small enough so that,

sy, < vIvIly, . for some 0 < v < 1.

(4.56)

(4.57)

(4.58)

(4.59)

(4.60)

(4.61)

(4.62)

(4.63)

Thus, K is a contraction. The Banach fixed point theorem implies the existence of a unique u € B

satisfying K(u) = u. Thus, u is a local solution of (1.1).

Uniqueness: Suppose that problem (1.1) has two weak solutions (u, v). Taking, w = u — v, that satisfies

the following equation, for all 7 € (0,7),
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wy — A*w + a(t)g(u,) — a(t)g(v,) = ululf’ — vivP
w(0,y,1) = w(0,y,1) = w(m, y, 1) = we(m,y, 1) =0, (y,1) € (—=d,d) X (0,T),
w(x,0) = w/(x,0) =0, in Q.

Multiplying (4.64) by w, and integrating over Q X (0, 7), we obtain

lfwfdx+lfVIAw|2dx+f f(a(t)g(ut)—a(t)g(v,))(u,—v,)dxds
2 Jao 2 Jao 0 Jo
=ff(u|u|ﬁ—vlv|'8)wtdxds.

0 Ja

Using (3.5) and (H2) implies that

1 1 !
—fw,zdx+ —fIAw|2de f f(u|u|'8—v|v|'8) w,dxds.
2 Ja 2 Ja 0 Ja

By repeating the same above estimates, we obtain
f (w,zdx + |Aw|2) dx =0.
Q
This gives w = 0. The proof of the uniqueness is completed.

5. Global existence

(4.64)

(4.65)

(4.66)

(4.67)

In this section, we prove that problem (1.1) has a global solution. For this purpose, we introduce

the following functionals. The energy functional associated with problem (1.1) is

E(t) = mwbﬂwww)ﬁ St -

Direct differentiation of (5.1), using (1.1), leads to
E'(H) = —a(r) f u;g(u)dx < 0.
Q

J@t) = IMW@—Ejﬂ%ﬁ

and

2 +2
1) = ull} ) = Nl

Clearly, we have
E@) = J@) + ||ut||2

Lemma 5.1. Suppose that (HI) and (H2) hold and (uy, u,) € H>(Q) x L*(Q), such that

o <pmcoa (22

B
E(O)) <1, I(up) >0,

then I(u(t)) > 0, Yt > 0.

5.1

(5.2)

(5.3)

(5.4)

(5.5)

(5.6)
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Proof. Since I(uy) > 0, then there exists (by continuity) 7,, < T such that I(u(¢) > 0, Vt € [0,T,,];
which gives

J@t) = %nunfﬁ(m - ﬁ—zn ||§1§
- sz e+ 510 5.7)
> sl
By using (5.2), (5.5) and (5.7), we have
g, < 22520 < 222 D) < 222250y, e 0.7, (5.8)

The embedding theorem, (5.6) and (5.8) give, Yt € [0, T},],

lelly5 < CE72 Ml < CEPlu),

Therefore,
1) =l o, =l > 0, Vi €[0,T,].

By repeating this procedure, and using the fact that

ll(ﬁﬂf?g)Em)<7<L

t—T,,

T, is extended to 7.

Remark 5.2. The restriction (5.6) on the initial data will guarantee the nonnegativeness of E(t).

Proposition 5.3. Suppose that (H1) and (H2) hold. Let (uo, u;) € H>(Q) x L*(Q) be given, satisfying
(5.6). Then the solution of (1.1) is global and bounded.

Proof. Tt suffices to show that ||u||?
(5.2), (5.4) and (5.5) to get

2ot ||ut||§ is bounded independently of 7. To achieve this, we use

1
Hm2E®=J®+—Wﬁ

B—2 1 , 1
> =5 il + 5l + 510 (5.10)
B- 2
> S5l + Sl
since I(¢) is positive. Therefore
il 0, + Nl < CE(O),

where C is a positive constant, which depends only on .
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6. Stability result

In this section, we state and prove our stability result. For this purpose, we establish some lemmas.

Lemma 6.1. (Case: G is linear) Let u be the solution of (1.1). Then, for T > S > 0, the energy
functional satisfies

T
f a()E(t)dt < cE(S). 6.1)
s

Proof. We multiply (1.1) by au and integrate over Q X (S, T) to get

T
0= f a(?) f iy, + ul’u + a(Oug(uy) - uf ) dxdt

N

T
= f a(t) f (G, = 7 + a@uguy) = lul*?) dxdt + f (Ol o d
N

T
= f oz(t)—( f uutdx)dt+ f a(t) f urdxdt (6.2)
s dr\Ja s Q
T T
2 2
+f a/(t)llulng(Q)dt—Zf a(t)fu,dxdt
s s Q
T T
+f az(t)fug(ut)dxdt—f a(t)llullﬁﬁdt
s Q s

Adding and subtracting the following terms

T T
y fs (Ol dt + (1 +7) j; a()lus|2dt, where y is defined in (5.6),

to (6.2), and recalling (5.9), we arrive at

T d
fs a(t)—( f uu,dx)dt+(1—y) f a(1) ||u||H2(9)+||ut||2)
-2-7) f a(f) f udxdt + f (1) f ug(u,)dxdt (6.3)

=—f a(t) (Aull, o, — llfy13) dt < 0.

S

Integrating the first term of (6.3) by parts and using (5.1), then (6.3) becomes

(1-7) f eEdt < (1-7) f (Il g + el i

- ozfuu,dx +f a’fuuldxdt (6.4)
Q S S Q
T T
+(2—y)f afufdxdt—f azfug(u,)dxdt.
S Q S o)

Now, we estimate the terms in the right-hand side of (6.4) as follows:

Electronic Research Archive Volume 30, Issue 11, 4038—4065.



4055

T

1) Estimate for — [a fg uutdx]

Using Lemma 3.1 and Young’s inequality, we obtain

1
f uudx < = f (u + u?) dx < cllullyz + i3 < cEQ),
Q 2 Ja ’

which implies that
T

- [ozf uutdx] <c[-a(T)E(T) + a(S)E(S)] < ca(S)E(S) < cE(S).
Q

S

2) Estimate for fST a’ fg uu,dxdt.
The use of (6.5) and (H2) leads to

T
f a'fuutdxdtSc
s Q

T
f o Edt
s
3) Estimate for fST @ ( Ix u,za’x) dt.
Using (H1), (5.2) and recalling that G is linear, we have

T 1 (7
f a(f u,zdx)dts —f oz(t)fu,g(u,)dxdt
S Q C1 Js Q
T
< - f cE’(t)dt
s

< cE(S).

< cE(S) < cE(S).

T
f a’dt
s

4) Estimate for — [\ o*(1) [ ug(u,)dxdt.

Using (H1), Lemma 3.1, Holder’s inequality and recalling G is linear, we obtain

(1) f ug(u)dx < a’(1) ( f |u|2dx)2 ( f Ig(uz)IZdX)2
Q Q Q

Sa%(f)llulng(n) (Q(I)Lurg(uz)dX)
< ca(HE (1) (~E'(1))? .

Applying Young’s inequality to E 1(1)(~E'(£))2 with p =2and p* =2, to get

(1) f ug(u)dx < ca(t) (eE(t) — C,E'(1))
Q
< ceaE(t) — C.E'(1),

T
f ) ( f <—ug(ut>)dx) dr
S Q

T
< csf a(t)E@)dt + C.E(S).
s

which implies that

(6.5)

(6.6)

6.7)

(6.8)

(6.9)

(6.10)

6.11)
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Combining the above estimates and taking & small enough, we get (6.1).

Lemma 6.2. (Case: G is nonlinear) Let u be the solution of (1.1). Then, for T > S > 0, the energy
functional satisfies

T T
f a(DP (E(1) dt < cd(E(S)) + ¢ f a(t)M (I + lug(u,)|) dxat, (6.12)
S N E Q

where ¢ : R — R* is any convex, increasing and of class C'[0, ) function such that $(0) = 0.

Proof. We multiply (1.1) by a(t)@u and integrate over Q X (S, 7)) to get

" H(E)
f (t)_ ((l/tl/lt)t - u? + a/(t)ug(u,) — |u|ﬁ+2) dxdt

Q
T

f (r)Mu .l

LB d (0 6.13
fs (I)Td— fuutdx dt+fs (l)—” ”Hz(Q)dt ( . )

T T

f (r)M urdxdt — 2 f (t)M urdxdt
Q S Q

T T
+ f az(t)% f ug(u;)dxdt — f (t)@n s
S Q N

Adding and subtracting to (6.13) the following terms

T
y f ()‘M )Ilulle(Q)dt+(l+y) f a(t)¢( )||u,||§dt, where v is defined in (5.6),
S

T T
(1 —y)f a()P(E)dt < —f (t)@i (f uutdx) dt
S E dt

+(2-7v) f (t)M u?dxdt — f a'z(t)%E) f ug(u,)dxdt (6.14)
S Q

T H(E)
- fs = (vl g, = ).

Using (5.9), it is easy to deduce that — fs i (y||u||H2 o ||u||ﬂ+2)dt <0.

we arrive at

5+2
Integrating by parts in the first term, in the rlght -hand side of (6.14), we get
T

(1-7) f a(DB(E)dr < - [ (t)"“ ) uu,dx]
S

[ Lo P a0 B2 s
(6.15)

+(2- )’)f (l‘)M uldxdt
Q

- 1% (t)— ug(u,)dxdt.
s E Jo
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Using Cauchy Schwarz’ inequality, Lemmas 3.1 and 5.1, we obtain

2 : 2 :
Luu,dx < (L |ua] dx) (fg“"f' dx) (6.16)

< cllull 2ol < cEQ@).

¢(S)

Using (6.16), the properties of a(#) and the fact that the function s — is non-decreasing and £

is non-increasing, we have

T T
f (t)Mfuu,dxdt < cf a (I)MEdt
s Q s

(6.17)
< cp(E(S ))f o' (Hdt < ch(E(S)).
S
Similarly, we get
T
f a(t)(¢( )) fuu,dxdt<E(S)f (t)(¢( ))
s
SE(S)[ (I)M] —E(S)f
$(E(T)) P(E(S )))
<E(S T - a(S
< E( )(a( AT o5
HES) (T,
—E(S)~ ES) Js a'(Hdt
< E(S )Oz(T)(ngE((TT))) — PE(S)) (a(T) — a(S))
P(ES)) - g
< E(S)a(S )¢( ©) + P(E(S))a(S) < cp(E(S)).

E(S)
A combination of (6.15)—(6.18) leads to (6.12).

In order to finalize the proof of our result, we let
P(s) = 28¢5G'(e}s), and  Gi(s) = G(s),

where gy > 0 is small enough and G* and G} denote the dual functions of the convex functions G and
G, respectively in the sense of Young (see, Arnold [33], pp. 64).

Lemma 6.3. Suppose G is nonlinear, then the following estimates

G*(¢(SS)) ¢>(S) ) ((/)(s)) (6.19)
and
Gj (¢\(/S_)) < &(Vs). (6.20)

hold, where ¢ is defined earlier in Lemma 6.2.
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Proof. Since G* and G are the dual functions of the convex functions G and G, respectively, then

G'(s) = (G () = G |(G) ()] < (G (s) 6.21)

and
Gi(s) = 5(G))'(5) = G1 |(G}) ' (s)] < s(G)) 7 (9). (6.22)

Using (6.21) and the definition of ¢, we obtain (6.19). For the proof of (6.20), we use (6.22) and
the definitions of G, and ¢ to obtain

¢\(/S_) (G (‘p\(ﬁ)) < 280 VsG'(g55)(G') (280 \/EG’(egs))
= 280 V3G (£35)(G)) ™' (G (20 V) (6.23)
= 280SG (805)
= 80‘5( \/E).

Now, we state and prove our main decay results.

Theorem 6.4. Let (1, u;) € H>(Q) x L>(Q). Assume that (H1) and (H2) hold. Then there exist positive
constants k and c such that, for t large, the solution of (1.1) satisfies

E(r) < ke b, if G is linear, (6.24)
E@) <y (@) + ¢ (EQ),  if G is nonlinear, (6.25)
where
! 1 1
a(t) = f a(n)dt, (1) = f ——ds, and x(s) = 2e9csG’(£55)

0 . x(8)

and
h()=0, 0<t< Xg;gg)),

-1 Y (E0))
=t+ 7= > 0.
h= ()=t Xl +p(EO)))° £>0

Proof. To establish (6.24), we use (6.1) and Lemma 3.5 for y(¢) = fot a(s)ds. Consequently the re-
sult follows. For the proof of (6.25), we re-estimate the terms of (6.12) as follows: we consider the
following partition of Q:

Q=xeQ:|uyl>¢e}, Q={xeQ:|ul<el}

So, .
fs (t)M ) (1t + lug(u,)l) dxdt

T T
- [ a2 f jufdvd + | a2 | wstiaar
Q

=1+ L.

Electronic Research Archive Volume 30, Issue 11, 4038—4065.



4059

Using the definition of 4, (3.4) and (5.2), we have

- -
I < cf a(t)@ u,g(u,)dxdt
S . (6.26)
B0
<c —
s E

After applying Holder’s and Young’s inequalities and Lemma 3.1, we obtain for some & > 0,

. % )
I < f a<r>%E)( f |u|2dx) ( |g<u,>|2) dr
s o o 6.27)

T 72 E T
<o [ o Pl + oo [ ao) [ lewldr
S N Q

The definition of €, (3.4), (5.1), (5.2) and (6.27) lead to

T o) T
L < gf a(t)¢ (E)dt + c(e)f a(t)f u,g(u;)dxdt
s E s Q

(=E'(1))dt < cp(E(S)).

(6.28)

T o)
< Sf cv(t)qS (E)dt + c(e)E(S).
s E

Using the definition of ¢ and the convexity of G, then (6.28) becomes

T 72
I < 8f a(t)¢ (E)dt + cE(S)
s E

T
= 2eey f a(OHE)G' (3E®)) dt + cE(S)
§ (6.29)

T
< 2eg f a(OE)G' (5E(0)) dt + cE(S)
> T
< 2cegy f a()P(E)dt + cE(S).
s
Combining (6.12), (6.26) and (6.29) and choosing € small enough, we obtain
$(E)

T T
f a(OF(E)dt <cP(E) + ¢ f a—= | (1 + lug(u)l) dxdt. (6.30)
S N E Q

Using Young’s inequality and Jensen’s inequality (Eq 3.3), (Eq 3.4) and (Eq 5.1), we get

T = T =
f a(t)%E) (I + lugup)) dxdr < f o022 [ 6 (g da
N N

Q) E Q)

T H(E 1 >
+‘fS Oz(t)%)llulliﬁ(g) (Lz G‘l(u,g(u,))dx) dxdt
T -
<19 fs a(r)&,f)G“ (ﬁ fg mg(u,)dx)dr

.
+ fS a(t)@ @\/lﬂlG—l(ﬁ fg utg(u,)dx)dt.
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Applying the generalized Young inequality
AB < G'(A)+G(B)

to the first term of (6.31), with A = @ and B = G™! (ﬁ fQ utg(ut)dx), we easily see that

¢(EE)G (lglfu,g(ut)dx)<G*(¢(E)) lQlfu,g(u,)dx (6.32)

Then we apply it to the second term of (6.31), with A = @ VE and B = \/|Q|G‘1 (ﬁ fg u,g(ut)dx)
to obtain

¢(E)\/_ \/IQIG1 | 5 f u,g<ut)dx)<c ("’( 9E) VE) + ) QIG™! (1 f u,g(ut)dx). (6.33)

12|

Combining (6.31)—(6.33) and using (6.19) and (6.20), we arrive at

T
| at 02 " (1 + lugtu)

Q

T = 5 T
< Cf a(f) (GT (@ \/E) +G* (@)) dt + cf a(t) f u,g(u,)dxdt (6.34)
s E E S Q )

T (G (@)
<c f a(f) [80 + TE]J)(E)dt + cE(S).
S

Using the definition of ¢ and the fact that s — (G’)~!(s) is non-decreasing, we deduce that, for

0<80S§,

G (22) () (220G (E2E))

3 = 3 < &. (6.35)
Combining (6.34) and (6.35) leads to
T HE) r
f W= | (lu + lug(u)l)dxdt < cey f a(OP(E)dt + cE(S). (6.36)
E o, s

Then, choosing &y small enough, we deduce from (6.30) and (6.36) that

P(E(S))
E(S)

T
f a(t)P(E(1))dt < c(l + )E(S).
s

¢(>)

Using the facts that E is non-increasing and s — is non-decreasing, we obtain

f+°° a(t)G(E(D))dt < cE(S). (6.37)
s
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Let E = E o &', where a(¢) = fot a(s)ds. Then we deduce from (6.37) that

f G(E(D)dt fs P(E@™(1)))dr
S

f (B Em)dn
a1

< cE(a7'(S)) < cE(S).
Using Lemma 3.6 for E and y(s) = %gﬁ(s), we deduce from (3.6) the following estimate

E@0) <y (h(r) + g (E(0))),
which gives (6.25), by using the definition of £ and the change of variables.

Remark 6.5. The stability result (6.25) is a decay result. Indeed,

y~! (t + Y(E(0))

(1) =
O = G+ WEO0))
C

=1+
2e9cG’ (egw‘l(t + r))

c
2e9cG’ (63(//‘1(r))

Hence, lim,_,, h™'(t) = oo, which implies that lim,_,., h(t) = co. Using the convexity of G, we have

1 1 c 1 c
Y(t) = f ——ds = f —_— 2 f ——— >c[In|s]]} = —cInz.
¢ X($) t 2&08G’ (8(2) s) t sG’ (8%)

Therefore, lim,_+ Y(t) = oo which leads to lim,_,., ' (t) = 0.

Examples

1) Let g(s) = s™, where m > 1. Then the function G is defined in the neighborhood of zero by
G(s) = cs'

which gives, near zero
cim+1)

m+1
s 2.

x(s) =

So, we obtain

<. if m>1;

! 2 T
lﬁ(l):Cf de—
r (m+D)se —clnt, ifm=1,

Electronic Research Archive Volume 30, Issue 11, 4038—4065.



4062

and then, in the neighborhood of oo

l/l_l(l‘) _ { ct‘%, ifm>1;

ce”’, ifm=1,

Using the fact that s(f) = ¢ as ¢ goes to infinity, we obtain from (6.24) and (6.25)

_2
c(fot oz(s)ds) ifm > 1
E@) <
Ce_fot (t(s)ds’ lf m=1.

2) Let g(s) = s V—In s, where m > 1. Then the function G is defined in the neighborhood of zero

by
G(s) = s \=In /s

which gives, near zero

X(s) = cs'T (— In \/E)_% (m; ! (— In \/E) - %)
Therefore, we get
! 1
W (1) :Cf — ds
e () (2 ()
—cf\lﬁ 2l dr
- 1 (ln‘r)‘% (mT“ Int - }‘)
= i/ﬁ’ if m>1;
cV=Int, ifm=1,

and then, in the neighborhood of co, we have

et T (lnt)_ﬁ , ifm>1;
Yl =

p )
ce ", ifm=1,

Using the fact that h(¢) = ¢ as ¢ goes to infinity, we obtain
1

c(fot oz(s)ds)_% (ln (fot oz(s)a’s))_m , ifm>1;
E(r) <

2
co-( i atsxds) , ifm=1,
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