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Abstract: This paper deals with analysis of the Barker binary phase radar signal as part of ways to 

counteract upcoming threats in the field of electronic warfare support (ES) system. The ES part of 

electronic warfare (EW) provides tactical support by providing key information to other sections 

responsible for providing response in the form of attack and protection. The analysis of this paper 

focused on the correct estimation of the basic time parameters (pulse width and pulse repetition 

period) of this radar signal using instantaneous power obtained from the time-marginal of the 

time-frequency distribution (TFD), the maxima (power) of the TFD and directly from the product of 

signal. The main TFD is a modified version of the most common quadratic TFD (QTFD), the 

Wigner-Ville distribution (WVD) using appropriately chosen separable kernels. This analysis and 

estimation method developed is tested in the presence of white noise of Gaussian probability density 

function at different signal-to-noise ratios (SNR). Results obtained show that instantaneous power 

gotten from the maxima of TFD outshines the other methods with a minimum SNR of ‒14 dB when 

the specific threshold of 37.5% is used. It also shows that the proposed methods chosen outperform 

previous works of similar objectives and therefore, making it suitable for practical EW systems. 

Keywords: electronic warfare support (ES); warfare (EW); time-frequency distribution (TFD); 

Wigner-Ville distribution (WVD); signal-to-noise ratio (SNR) 
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1. Introduction 

Electronic warfare support (ES) is one of three parts of the electronic warfare (EW) support 

system charged with responsibility of providing tactical information to the electronic attack (EA) and 

the electronic protection (EP) parts of EW. It also involves interpulse analysis, intrapulse analysis, 

direction finding, emitter location and transmitter power estimation among many other 

communication based objectives [1]. The sole purpose of the interpulse analysis is to determine time 

or pulse-to-pulse characteristics of a captured radar signal. The Barker phase coded radar signal is 

one of the key forms of intentional intrapulse modulation radar waveform used for pulse 

compression. The first step of intercepting this type of signal involves determining its external pulse 

characteristics as considered in this paper before determining its internal pulse modulation 

characteristics. This consideration is also because there is always the need for effective deduction of 

radar parameters by ES system so as to determine the radar capabilities and specific radar 

identities [1].  

The conventional use of the interpulse analysis output; the pulse width (PW) and pulse 

repetition period (PRP) is to determine range resolution and unambiguous range respectively [2], but 

can also be used to estimate angle of target [3]. Recently in this field of radar applications using 

time-frequency analysis, a method based on compressive sensing joint time-frequency (CSJTF) 

distribution was used and developed to differentiate backscattering data from several structures of 

interest, including a pipe, rotating turbine blades, and a moving human [4]. Results obtained showed 

that CSJTF provided better resolution. A comparison of the spectrogram and the scalogram for the 

characterization of low probability of intercept (LPI) frequency hopping signal of 4-components and 

8-components type was presented [5]. Results obtained showed the superiority of scalogram by 11% 

in terms of direction estimation. The blind estimation of the instantaneous frequency hopping (FH) 

spectrum was considered without the knowledge of hopping patterns using the joint time-frequency 

domain [6]. Simulation results clearly showed that the proposed approach outperformed other similar 

approaches under the same conditions using a sampling frequency of 60 MHz at SNR of 10 dB. The 

Cross Wigner Hough transform - XWHT was considered for detection and parameter extraction of   

frequency modulated continuous waveforms (FMCW) signals [7]. Simulation results show the chirp 

rate estimation performance of 99% at ‒3dB and above. Also, a method for grouping LPI radar 

signals either based on phase or frequency modulation using time-frequency analysis was 

proposed [8]. Results obtained showed that the grouping depended on the internal modulation of the 

signals with grouping accuracy of 100% at minimum SNR of ‒1dB. A brief comprehensive review of 

the use of time-frequency analysis for radar applications can be found in [9]. 

This paper in line with these researches focused on the investigation of instantaneous power (IP) 

from the peaks of the time-frequency distribution (TFD), i.e. its maxima (IPm), time-marginal of the 

TFD (IPtm) and also using its conjugate (IPd). The main TFD that was used in this work is a 

modified version of Wigner-Ville distribution (WVD) TFD [10,11]. Thereafter the estimation of the 

PW and PRP of the Barker binary phase coded radar signal was carried out and performance analysis 

of this estimation at different signal-to-noise ratio (SNR) and at different thresholds was determined.   

The rest of paper is as follows; section 2 presents the barker binary phase radar signal, section 3 

present the methodology carried out in this paper for PW and PRP estimations while results obtained 

and their discussion are presented in section 4. The paper is then thereafter and finally concluded. 
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2. Literature review 

The radar signal has two main pulse/time characteristics; PW, the time in which the radar 

system radiates each pulse and PRP or the interpulse period, the time between the beginning of one 

pulse and the start of the next pulse. The difference between the PW and PRP in time is the listening 

time (LT); i.e. the time taken to wait for the echo signal. The pulse repetition frequency (PRF) is the 

reciprocal of the PRP and can be defined as the number of pulses that are transmitted per second [12]. 

The CW is the building block foundation of LPI signals where the radar signal is modulated 

according to different signal parameters (frequency and phase) in order to achieve low detection 

capability. Hence it becomes clear that apart from increase cost in hardware and software of using 

LPI, the principal cost would be associated with digital processing throughput and therefore the aim 

of the research. The first block of classifying the radar signals can be divided into two based on the 

preceding discussion; LPI-based signal and the non-LPI based signal. The non-LPI based signal is 

conventionally referred to as the simple pulsed radar signal whereby the signal is modulated 

sinuosoidally with a single frequency with no advanced frequency or phase modulation internally 

(intrapulse) for pulse compression purpose [1].  

LPI is a term used to describe the idea behind reducing (or lowering) the emitter radar’s 

electromagnetic emission detection by the intercept radar receiver. This goal of LPI can be achieved 

through various ways. However the scope of this research has been limited to key aspect of the LPI 

design whereby wideband CW radar waveform is used to achieve pulse compression. Therefore the 

intercept ES receiver must focus on counteracting the goal of the LPI radar design by coming up 

with better signal processing tools. The phase modulating LPI radar signals are gotten from phase 

shifting keying (PSK) techniques and generally classified into two; binary phase modulation and 

polyphase modulation. A complex modulated digital phase signal can be simply represented by (1). 

𝑠 𝑡 = 𝐴𝑒𝑗 (2𝜋𝑓𝑐𝑡 + ∅𝑘)          (1) 

where 𝐴 is the amplitude of the signal, ∅𝑘  is the phase modulation function that is shifted in time 

𝑡 and carrier information contain in the frequency, 𝑓𝑐  . The most common, famous and widely used 

form of the PSK is the Barker  binary PSK (BPSK) code developed by R.H. Barker in 1953 for 

synchronization purposes in communication systems [13]. The BPSK codes have phase value of 

either zero or 180
0
 ( ∅𝑘 = 0 or  ∅𝑘 = 𝜋). The barker sequence can has a finite length sequence of 2 

values (+1/-1 or + /- or 0/1) with a code length of at least two such that is aperiodic autocorrelation 

of (2) must satisfy the conditions of (3) for non-zero shift and (4) for reversal transformation in order 

to make the ‘codes perfect’. 

𝑟𝑘 =   𝑎𝑗𝑎𝑗+𝑘
𝑛−𝑘
𝑗=1          (2) 

 𝑟𝑘  ≤  1    𝑓𝑜𝑟  𝑘 ≠ 0          (3) 

𝑟−𝑘 =  𝑟𝑘            (4) 

where 𝑟𝑘  is the aperiodic autocorrelation and 𝑎 is the code. The only known binary sequence for 

Barker codes for these aforementioned conditions are code length of 2, 3, 4, 5, 7, 11 and 13 and are 

given in Table 1 [14]. 
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Table 1. All known barker codes for digital binary phase modulation. 

Code Length Code 

2 11, 10 

3 110 

4 1110, 1101 

5 11101 

7 1110010 

11 11100010010 

13 1111100110101 

It is observed from Table 1, that there are two possible codes for even numbered code length 

and one for odd numbered code. For a pictorial depiction of BPSK based on Table 1, the time and 

frequency representation of the Barker BPSK for code length of seven based on the sequence given 

in Table 1 is shown in Figure 1. 

 

Figure 1. Time and frequency representation of 7-length Barker binary code signal. 

Careful examination of the Time Plot of Figure 1 shows that there are three phase changes and 

hence in accordance with the 7-length sequence of 1110010. Also the frequency representation 

obtained from the fast Fourier transform (FFT) of the signals shows a constant frequency modulation 

in the Frequency Plot. However, it is clear that each of plots is not sufficient to capture the 

characteristics of the signal and hence, the need for a joint time-frequency representation. 

3. Methodology 

Time-frequency analysis is a progression of mathematical ideas (the TFD) used in the analysis 
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of time-varying spectra of signals in order to cater for various problems in numerous fields. The 

TFDs can be classified based on linearity or being adaptive. For example, the bionic wavelet 

transform is a linear adaptive TFD of wavelet transform and active biological auditory system origin 

and was recently used for improved speech recognition [15]. However, the modified WVD (mWVD) 

considered in this paper is a non-adaptive quadratic TFD (QTFD) with origin from the most common 

QTFD, the WVD [16].The WVD is mathematically given in (5). 

𝑊𝑧 𝑡, 𝑓 =   𝑧  𝑡 +
𝜏

2
 𝑧∗  𝑡 −

𝜏

2
  𝑒−𝑗2𝜋𝑓𝜏 𝑑𝜏

∞

−∞
      (5) 

where 𝑧 𝑡  is the analytical or the complex form associate of the signal 𝑠 𝑡 , and ∗ denotes the 

complex conjugate of the signal of interest. When the WVD is modified in order to cater for its 

various shortcoming using two separable kernels for time smoothing and filtering, (6) is obtained; 

𝑝𝑧 𝑡, 𝑓 =  𝑔1 𝑡 𝑊𝑧 𝑡, 𝑓 𝑡
∗ 𝐺2 𝑓 𝑓

∗          (6) 

The time smooth kernel (𝑔1 𝑡 ) allows for smoothing of WVD along the time domain while 

the filter kernel 𝐺2 𝑓  allows for smoothing of WVD along the frequency domain and hence the 𝑡 

and 𝑓  under the ∗  respectively shown in (6). Specifically, (6) translates into the (7) when 

implementation is done in the time-lag domain (𝑡, 𝜏) which was used in this paper. 

𝑝𝑧,𝑚 𝑡, 𝑓 =  𝑔2 𝜏 𝑔1 𝑡 ∗  𝑧  𝑡 +
𝜏

2
 𝑧∗  𝑡 −

𝜏

2
  𝑒−𝑗2𝜋𝑓𝜏 𝑑𝜏

∞

−∞
     (7) 

Since the focus of this paper is currently on time parameter estimation, the hamming window 

(an extension of Von Hann window) of minimum side lobe advantage was used for the time-lag 

kernel. The better ripple factor controlling window, the Kaiser window was used for the 

time-smoothing kernel [17]. As such the mWVD based on the mathematical expressions of these 

windows is given in (8);  

𝑝𝑧,𝑚 𝑡, 𝑓 =   0.54 − 0.46 cos  
2𝜋𝜏

𝑇
  

𝐼0 𝛽 1− 
𝑡−𝑢

𝑇
 

2

 

𝐼0 𝛽 
𝑧  𝑢 +

𝜏

2
 𝑧∗  𝑢 −

𝜏

2
  𝑒−𝑗2𝜋𝑓𝜏𝑑𝑢𝑑𝜏

∞

−∞

∞

−∞
 (8) 

where an acceptable default value of 𝛽 =
1

2
 is used and  𝐼0 .   is the modified zero-order Bessel 

function in the form of power series, 𝑢 is the convolution control parameter, the double integral 

represents the convolution and Fourier transforms operations and 𝑇 is the window length. The 

convolution operation comes first as intergral with respect to convolution control parameter is given 

in (8) before that of the Fourier tansform. Moreover, Fourier transform is always the last operation of 

a TFD as evident in the conventional WVD presented in (5). Furthermore, the interpulse analysis is 

then carried out by obtaining instantaneous power (IP, 𝑃𝑖 𝑡 ) through three steps. Firstly directly by 

the product of the signal and its conjugate version; secondly through conversion of the 3D TFD 

(power, time and frequency) of the mWVD to 2D parameters of time and power through tracing the 

local maximum of the TFD maxima (IPm) and thirdly through the integral of TFD with respect to 

frequency or the TFD time marginal (IPtm) [10]. These steps are mathematically given by (9)–(11); 

IPd = 𝑃𝑖,𝑑 𝑡 =  𝑧(𝑡) 2 = 𝑧 𝑡 ∗ 𝑧∗(𝑡)        (9) 
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IPm = 𝑃𝑖,𝑚  𝑡 = max  𝑝𝑧,𝑚 𝑡, 𝑓           (10) 

IPtm = 𝑃𝑖,𝑡𝑚  𝑡 =  𝑝𝑧,𝑚 𝑡, 𝑓 𝑑𝑓
∞

−∞
         (11) 

where 𝑧∗(𝑡) is the conjugate of 𝑧 𝑡 . Finally, smoother versions of these IPs are also gotten to 

smoothen out the rough edges due to noise and phase changing modulation interactions making the 

total path of getting IPs to be six. Suffices of ‘-s’ and ‘-ns’ are used to differentiate between the 

smooth and non-smooth versions of the IPs respectively. An algorithm is strategically constructed to 

measure the all PWs and PRPs of the signal based on a chosen threshold by determining the duration 

of the signal for which its amplitude is higher or lower than the chosen threshold respectively. The 

structure of this algorithm was based on inserting a supporting algorithm into the main algorithm. 

The flow chart for the supporting algorithm is given in Figure 2 

 

Figure 2. Flow chart of the supporting algorithm. 

The supporting algorithm as shown in Figure 2 sequentially enumerates the number of samples 

which are higher (the PW) and then lower (the PRP) signals than the specified threshold within the 

specific time duration chosen from the main algorithm. The threshold is a percentage value of the 

maximum value of the signal, where, signal in the case is the obtained IP. On the other hand, the 

main algorithm controls specific time for a single set of time parameter estimation. It also associates 

the estimation with the pulse position and end the algorithm when the whole signal is checked. The 

flow chart for the main algorithm is given in Figure 3. 
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Figure 3. Flow chart of the main algorithm. 

The main algorithm as seen from Figure 3 estimates the delay samples at the beginning of each 

signal and outputs the result of the PW and PRP based on the specified required number of pulses 

desired. The delay is simply a PRP with no value of PW, present at the beginning of an intercepted 

signal. Also, the signal in Figure 3 makes reference to the IP in consideration. 

4. Simulations, results and discussion 

The test simulation setup was designed to estimate PWs and PRPs at specific range SNR over 

the full duration of the signal for specific number times. Average number of PWs and PRPs 

measurement is noted for this duration and presented in the form of probability of correct estimation 

(PCE) in percentage to indicate ratio of correct estimations to total number of estimations. The noise 

models the random nature of the various type of noise associated with the practical radar scenario 

through the use of white noise of Gaussian probability density function [18,19]. The test barker 

BPSK radar signal contains four standard pulse sets with a PW value of 3μs to cater for the binary 

phase changes adequately and PRP of 100 μs of medium range PRF. It also has a phase change of 

seven length barker codes of equal time-slice, sampling frequency of 40 MHz due to current radar 

technology and center frequency of 10MHz to adequately avoid aliasing [14]. The Three thresholds 

are considered for the performance analysis; 25% conventionally for LPI signals, 50% 

conventionally for non-LPI signals and threshold in between this two at 37.5% [1,14]. The result 

obtained for the BPSK radar signal using barker at various thresholds for the PW estimations is given 

in Figure 4. 
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(a) 

 
(b) 

 

(c) 

Figure 4. PW estimation performance results for Barker BPSK radar signal at threshold 

of (a) 25% (b) 37.5% (c) 50%. 
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(a) 

 
(b) 

 
(c) 

Figure 5. PRP estimation performance results for Barker BPSK radar signal at threshold 

of (a) 25% (b) 37.5% (c) 50%. 
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There are some deductions that can be made from the results of Figure 4 based on the various 

chosen thresholds. Firstly, the random nature of the AWGN is responsible for the zigzag nature 

noticed in the estimation performance result gotten from Figure 4 (a)-(c) (and also in Figure 5). This 

deduction is similar to other works highly related in nature to this work [20,21]. The smoothed 

version of IPd remains the most versatile method while its non-smooth version performs poorest 

probably due to the fact of the phase changing. Infact, the IPd-s is the only method that achieves 100% 

estimation accuracy at threhsold of 50%, Figure 4c. The approximate IPs recorded from the mWVD 

makes correct estimation at mostly better SNR than the most versatile IPd –S at a threshold of 37.5% 

from Figure 4b. It is also noticed that the smooth versions of the IP provide better estimations than 

the non-smooth versions thereby justify the use of smoothing filter. Conclusively, for a fixed 

threshold of 37.5% as seen from Figure 4b, the IPm-S seems to be the best method to choose due to 

100% PCE at SNR of ‒14dB while the IPd-S will be the best choice if a multi-threshold based 

method is required. The result for the PRP estimations for this same signal is presented in Figure 5. 

A slightly better result is obtained in Figure 5 as compared to that of the PW estimations of 

Figure 4 due to presence of higher samples in PRP. Also IPd-NS performs worst as no 100% PCE is 

achieved at any set threshold as observed in Figure 5a, 5b and 5c. This can be associated with the 

fact that poor PW estimations would necessarily translates into poor PRP estimations due to the 

nature of the method used. Similarly, it is also seen that the smooth versions perform better than the 

non-smooth versions for the reasons earlier mentioned. Best choice of IP goes out to IPm-S at any 

threshold selected with a 100% constant PCE at SNR of ‒14dB irrespective of the threshold selected 

(Figure 5a, 5b and 5c). This is followed by time marginal IP (IPtm-S) with minimum SNR of ‒13dB 

(Figure 5b and 5c) and then the IPd-S coming last with minimum SNR of ‒11dB (Figure 5b). In 

summary, for the Barker BPSK radar signal, the best choice of IP method seems to be IPm-S with 

100% PCE having the lowest minimum SNR of ‒14dB. 

5. Comparative analysis 

In order to further justify the superiority of the proposed method developed, a comparison is 

done with some previous works given in Table 2. 

Table 2. Comparison of various time parameter estimation methods. 

Method Minimum SNR 

TFD approximate instantaneous power (This paper) ‒5dB 

Filters and Fast Fourier transform [22] 4dB 

Smoothed Instantaneous Energy [21] 5dB 

Short time Fourier transform [20]  9dB 

Auto-Convolution/Peak Estimates [23] 20dB 

The use of Fourier transform together with filters provided a unique and simple method of time 

parameter estimation. The smoothed instanteneous energy method examined the effect of various 

smoothing windows for estimation of time parameters of few radar signals while short time Fourier 

transform presented this estimation using a linear TFD. The method based on auto-convolution and 

peak estimates was proposed over a decade ago and was included in the comparison analysis for the 

sake of completion. However, it is clear from Table 2 that the proposed methods of this paper 
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outperformed previous related methods as they are able to estimate time parameters at higher noise 

power at negative SNR values compared to the previous methods of other papers. Therefore, further 

analysis can be carried out involving frequency and phase parameters using the main tool, the 

mWVD to determine the complete identity of the radar signal. 

6. Conclusion 

This paper presented an overview of the mWVD development in order to obtain basic time 

parameters of a radar signal. This obtainment is precisely from the further analysis of the mWVD 

through various forms of instantaneous powers (IPs). It was found from the results obtained that the 

smooth versions always perform better than the non-smooth versions. It was also found that the most 

versatile method when any threshold is selected is smooth version of the IP gotten directly while the 

best choice of IP goes to the smooth version of the approximate IP obtained from the peak of the 

TFD. Finally, it was also observed that the proposed methods outperform previous methods with 

similar objectives of time parameter estimation with minimum SNR difference of 9 dB. 
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