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Abstract: In this work, our main concern is to study the existence and multiplicity of solutions for
the following sub-elliptic system with Hardy type potentials and multiple critical exponents on Carnot
group 

− ∆Gu =
ψα|u|2

∗(α)−2u
d(z)α

+
p1

2∗(γ)
ψγ|u|p1−2u|v|p2

d(z, z0)γ
+ λh(z)

ψσ|u|q−2u
d(z)σ

in Ω,

− ∆Gv =
ψβ|v|2

∗(β)−2v
d(z)β

+
p2

2∗(γ)
ψγ|u|p1 |v|p2−2v

d(z, z0)γ
+ λh(z)

ψσ|v|q−2v
d(z)σ

in Ω,

u = v = 0 on ∂Ω,

where −∆G is a sub-Laplacian on Carnot group G, α, β, γ, σ ∈ [0, 2), d is the ∆G-natural gauge, ψ =
|∇Gd| and ∇G is the horizontal gradient associated to ∆G. The positive parameters λ, q satisfy 0 <

λ < ∞, 1 < q < 2, and p1, p2 > 1 with p1 + p2 = 2∗(γ), here 2∗(α) := 2(Q−α)
Q−2 , 2∗(β) := 2(Q−β)

Q−2 and
2∗(γ) = 2(Q−γ)

Q−2 are the critical Hardy-Sobolev exponents, Q is the homogeneous dimension of the space
G. By means of variational methods and the mountain-pass theorem of Ambrosetti and Rabonowitz,
we study the existence of multiple solutions to the sub-elliptic system.
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1. Introduction and main result

In this paper, we are concerned with the system of sub-Laplacian equations with singular Hardy
potentials and coupled with terms up to critical power on the Carnot group G given below

− ∆Gu =
ψα|u|2

∗(α)−2u
d(z)α

+
p1

2∗(γ)
ψγ|u|p1−2u|v|p2

d(z, z0)γ
+ λh(z)

ψσ|u|q−2u
d(z)σ

in Ω,

− ∆Gv =
ψβ|v|2

∗(β)−2v
d(z)β

+
p2

2∗(γ)
ψγ|u|p1 |v|p2−2v

d(z, z0)γ
+ λh(z)

ψσ|v|q−2v
d(z)σ

in Ω,

u = v = 0 on ∂Ω,

(1.1)

where −∆G stands for the sub-Laplacian on Carnot group G, Ω is a bounded domain in G with smooth
boundary ∂Ω and 0, z0 ∈ Ω, d is the natural gauge on G associated with the fundamental solution
of −∆G, ψ is the weight function defined as ψ := |∇Gd| and ∇G is the horizontal gradient associated
with ∆G. Further 2∗(·) := 2(Q−·)

Q−2 ( · = α, β, γ) is the critical Hardy-Sobolev exponent, Q being the
homogeneous dimension of the space G with respect to the dilation. The parameters

α, β, γ, σ ∈ [0, 2), λ ∈ (0,∞), q ∈ (1, 2) and p1, p2 > 1 with p1 + p2 = 2∗(γ), (1.2)

and h is a function defined on Ω satisfying

h ∈ Lq∗(Ω,
ψσ

d(z)σ
dz), h(z) ≥ c0 > 0 for some constant c0, where q∗ :=

2∗(σ)
2∗(σ) − q

. (1.3)

A fundamental role in the functional analysis on the singular sub-Laplacian problem on Carnot
group is played by the following Hardy-type inequality

µG

∫
G

ψ2|u|2

d(z)2 dz ≤
∫
G

|∇Gu|2dz, ∀u ∈ C∞0 (G),

where µG = ( Q−2
2 )2 is the optimal constant, which is not attained, and ψ is δγ-homogeneous of degree

0, ψ2 is a smooth function out of the origin. The preceding inequality was firstly proved by Garofalo
and Lanconelli in [1] for the Heisenberg group (see also [2]). Then, it has been extended to all Carnot
groups, see [3].

We look for weak solutions of (1.1) in the product space H := S 1
0(Ω) × S 1

0(Ω), endowed with the
norm

∥(u, v)∥H = (∥u∥2S 1
0(Ω) + ∥v∥

2
S 1

0(Ω))
1
2 , ∀(u, v) ∈ H ,

where the Folland-Stein space S 1
0(Ω) = {u ∈ L2∗(Ω) :

∫
Ω
|∇Gu|2dz < +∞} is defined as the completion

of C∞0 (Ω) with respect to the norm

∥u∥S 1
0(Ω) =

( ∫
Ω

|∇Gu|2dz
) 1

2
, ∀u ∈ S 1

0(Ω).

Set S 1,2(G) = {u ∈ L2∗(G) : |∇Gu| ∈ L2(G)}. For all α ∈ [0, 2), we define the subelliptic Hardy-
Sobolev constant

S α = inf
u∈S 1,2(G)\{0}

∫
G
|∇Gu|2dz

(
∫
G
ψα |u|

2∗(α)

d(z)α dz)
2

2∗(α)

.

Communications in Analysis and Mechanics Volume 15, Issue 2, 70–90.



72

From [4], S α is independent of any Ω ⊂ G in the sense that if

S α(Ω) = inf
u∈S 1

0(Ω)\{0}

∫
Ω
|∇Gu|2dz

(
∫
Ω
ψα |u|

2∗(α)

d(z)α dz)
2

2∗(α)

,

then, S α(Ω) = S α(G) = S α. Note that the Euler-Lagrange equation corresponding to the minimization
problem for S α is, up to a constant factor, the following:

−∆Gu = ψα
|u|2

∗(α)−2u
d(z)α

in G. (1.4)

In the case α = 0, the existence of Sobolev extremals in the general Carnot case has been obtained
by Garofalo and Vassilev [5] by means of a suitable adaptation of Lions’ concentration-compactness
principles. In the singular case, i.e., when 0 < α < 2, the existence of Hardy-Sobolev extremals has
been proved by Han and Niu in [4], in the general quasilinear case, for the subclass of the Heisenberg
groups. In [6], Loiudice extends this result for general Carnot groups, and states some qualitative
properties of such extremals, namely, the extremal function u ∈ S 1,2(G) for S α, up to a change of sign,
is positive and u ∈ Lp(G), ∀p ∈ ( 2∗

2 ,+∞], and has the following decay at infinity:

u(z) ≃
1

d(z)Q−2 as d(z)→ ∞.

Moreover, for any ε > 0, the family of rescaled functions

uε(z) = ε−
Q−2

2 u(δ 1
ε
(z)) (1.5)

are solutions, up to multiplicative constants, of the equation (1.4) and satisfy∫
G

|∇Guε|2dz =
∫
G

ψα
|uε|2

∗(α)

d(z)α
dz = S

Q−α
2−α
α .

For p1, p2 > 1 and p1 + p2 = 2∗(α), by the Young and Hardy-Sobolev inequalities, the following
best constant is well-defined on the spaceH\{(0, 0)}:

S p1,p2,α = inf
(u,v)∈H\{(0,0)}

∫
Ω

(|∇Gu|2 + |∇Gv|2)dz

(
∫
Ω
ψα |u|

p1 |v|p2

d(z)α dz)
2

2∗(α)

.

From [7, Lemma 2.5], we known that

S p1,p2,α =

[( p1

p2

) p1
p1+p2 +

( p2

p1

) p2
p1+p2

]
S α. (1.6)

In recent years, much attention has been paid to singular problems involving both the Hardy type
potential and the critical Sobolev term on Carnot group. We refer the reader to [2–5, 8–12] and the
references therein. Singular problems with Hardy type potential and critical Hardy-Sobolev term have
also been extensively studied, see [6,7,13–18] and the references therein. Further, in [19–23], Pucci and
her collaborators have dealt with some subelliptic problems in the Heisenberg setting, while [24] has
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treated, in the Euclidean setting, a p-Laplacian problem with double critical Hardy type nonlinearities.
On the other hand, some authors also studied the critical sub-elliptic systems on stratified Lie group.
For example, Zhang [7] dealt with the problem

− ∆Gu =
p1

p1 + p2
h(z)

ψα|u|p1−2u|v|p2

d(z)α
+ λ f (z)

ψβ|u|q−2u
d(z)β

in Ω,

− ∆Gv =
p2

p1 + p2
h(z)

ψα|u|p1 |v|p2−2v
d(z)α

+ µg(z)
ψβ|v|q−2v

d(z)β
in Ω,

u = v = 0 on ∂Ω,

(1.7)

where 0 ∈ Ω, λ, µ > 0, 1 < q < 2, 0 ≤ α < 2, 0 ≤ β < 2, p1, p2 > 1 satisfying 2 < p1 + p2 ≤ 2∗(α). By
using the variational methods and Nehari manifold, the author proved that the sub-elliptic system (1.7)
admits at least two positive solutions when parameters pair (λ, µ) belongs to a certain subset of R2

+. In
a recent paper, Zhu and Zhang [18] considered the following critical systems

− ∆Gu − µ1
ψ2u
d(z)2 = λ1

ψα|u|2
∗(α)−2u

d(z)α
+ βp1 f (z)

ψγ|u|p1−2u|v|p2

d(z)γ
in G,

− ∆Gv − µ2
ψ2v

d(z)2 = λ2
ψα|v|2

∗(α)−2v
d(z)α

+ βp2 f (z)
ψγ|u|p1 |v|p2−2v

d(z)γ
in G.

(1.8)

By using the second concentration-compactness principle and concentration-compactness principle at
infinity to prove that the (PS )c-condition holds locally, the authors prove, thanks also to Theorem 1, a
new symmetric version of the mountain pass theorem due to Kajikiya in [25], existence of infinitely
many solutions of (1.8) under suitable conditions on λ1, λ2 and β.

The study of problem (1.1) is motivated by two reasons. First, as far as we know, little has been
done for critical singular sub-elliptic systems on Carnot group. Second, there are few results on sub-
elliptic systems with multiple critical nonlinearities. In addition, we point out that the methods used
in these above papers cannot be applied to sub-elliptic problem (1.1). To the best of our knowledge,
problem (1.1) has not been considered before. Due to the lack of compactness of embedding, the
associated functional of (1.1) fails to satisfy the Palais-Smale condition in general. Thus, the standard
variational argument cannot be applied directly. However, by using the concentration-compactness
principle [26, 27], we can find a proper range of c where the (PS )c-condition holds for the associated
functional. Then we establish the existence of a positive local minimum for the associated functional
by the Ekeland variational principle [28] and use the mountain pass theorem [29] to find a second
positive solution. Moreover, another difficulty relies on the fact that every nontrivial solution of (1.1)
is singular at {z = 0}. So different techniques are needed to deal with the singular case. In order to
obtain our results, we need more delicate estimates.

Our main result is the following.

Theorem 1.1. Assume that (1.2)-(1.3) hold. Then there exists Λ > 0 such that for λ ∈ (0,Λ), problem
(1.1) has at least two positive solutions and among them one has negative energy, the other has positive
energy.

The paper is divided into three sections. Section 2 contains the main functional setting and
definitions, as well as an analysis of the PS condition in critical dimension. Finally, Section 3 is
devoted to prove the main result about the existence of negative and positive energy solutions of
system (1.1).
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2. Preliminaries and functional setting

In this section we recall some basic facts on the Carnot groups. For a compete treatment, we refer
to the monograph [30, 31] and the classical papers [32, 33]. We also quote for an overview on general
homogeneous Lie group.

A Carnot group (or Stratified group) (G, ◦) is a connected, simply connected nilpotent Lie group,
whose Lie algebra g admits a stratification, namely a decomposition g = ⊕k

i=1Vi such that [V1,Vi] = Vi+1

for i = 1, · · · k − 1 and [V1,Vk] = {0}. The number k is called the step of the group G. In this context
the symbol [V1,Vi] denotes the subalgebra of g generated by the commutators [X,Y], where X ∈ V1,
Y ∈ Vi and where the last bracket denotes the Lie bracket of vector fields, that is [X,Y] = XY − YX.

By means of the natural identification of G with its Lie algebra via the exponential map (which
we shall assume throughout), it is not restrictive to suppose that G is a homogeneous Lie group on
RN = RN1 × RN2 × · · · × RNk , with Ni = dim(Vi), equipped with a family of group-automorphisms
δγ : G→ G of the form

δγ(x) = δγ(x(1), x(2), · · · , x(k)) = (γ1x(1), · · · , γkx(k)), γ > 0,

where x(i) ∈ RNi for i = 1, 2, · · · , k. Here, N =
∑k

i=1 Ni is called the topological dimension of G and
δγ is called the dilations of G. Under this automorphisms {δγ}γ>0, the homogeneous dimension of G is
given by Q =

∑k
i=1 i · dimVi. From now on, we shall assume throughout that Q ≥ 3. We remark that, if

Q ≤ 3, then G is necessarily the ordinary Euclidean space G = (RQ,+).
Now, if {X1, · · · , XN1} (N1 = dim(V1)) is any basis of V1, the second order differential operator

∆G :=
N1∑
i=1

X2
i

is called a sub-Laplacian on G. We shall denote by ∇G := (X1, · · · , XN1) the related horizontal gradient.
For z ∈ G, the left translation on G are defined by

τz : G→ G, τz(z′) = z ◦ z′.

Then, it is easy to check that ∇G and ∆G are left-translation invariant with respect to the group action τz

and δγ-homogeneous, respectively, of degree one and two, that is, ∇G(u ◦ τz) = ∇Gu ◦ τz, ∇G(u ◦ δγ) =
γ∇Gu ◦ δγ, ∆G(u ◦ τz) = ∆Gu ◦ τz and ∆G(u ◦ δγ) = γ2∆Gu ◦ δγ.

A homogeneous norm G, adapted to the fixed homogeneous structure is continuous function d :
G → [0,+∞), smooth away from the origin, such that d(δγ(z)) = γd(z) for every γ > 0, d(z−1) = d(z)
and d(z) = 0 iff z = 0. For the above gauge, when Q ≥ 3, the function

Γ(z) =
C

d(z)Q−2 , ∀z ∈ G

is a fundamental solution of −∆G with pole at 0, for a suitable constant C > 0.
The variational functional Iλ : H → R associated to (1.1) is defined as

Iλ(u, v) =
1
2
∥(u, v)∥2

H
−

1
2∗(α)

∫
Ω

ψα|u|2
∗(α)

d(z)α
dz −

1
2∗(β)

∫
Ω

ψβ|v|2
∗(β)

d(z)β
dz

−
1

2∗(γ)

∫
Ω

ψγ|u|p1 |v|p2

d(z, z0)γ
dz −

λ

q

∫
Ω

h(z)
ψσ(|u|q + |v|q)

d(z)σ
dz,
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defined on the product space H . Without putting great efforts, it can be shown that Iλ is well defined
and C1. Now we give the definition of a weak solution of the problem (1.1).

Definition 2.1. A function (u, v) ∈ H is said to be a weak solution of equation (1.1) if (u, v) satisfies∫
Ω

∇Gu · ∇Gϕ1dz +
∫
Ω

∇Gv · ∇Gϕ2dz −
∫
Ω

ψα|u|2
∗(α)−2uϕ1

d(z)α
dz

−

∫
Ω

ψβ|v|2
∗(β)−2vϕ2

d(z)β
dz −

p1

2∗(γ)

∫
Ω

ψγ|u|p1−2uψ1|v|p2

d(z, z0)γ
dz

−
p2

2∗(γ)

∫
Ω

ψγ|u|p1 |v|p2−2vψ2

d(z, z0)γ
dz − λ

∫
Ω

h(z)
ψσ(|u|q−2uψ1 + |v|q−2vψ2)

d(z)σ
dz = 0

for all (ψ1, ψ2) ∈ H .

It is clear that the nozero critical points of Iλ inH are equivalent to the nontrivial solutions of (1.1).
Now we state the following inequality which will be used in the subsequence lemmas.

Lemma 2.2. [6] Let 2 ≤ p ≤ 2∗(α), 0 ≤ α < 2, then there exists Cp > 0 such that for all u ∈ S 1
0(Ω),

Cp

(∫
Ω

ψα|u|p

d(z)α
dz

) 2
p

≤

∫
Ω

|∇Gu|2dz. (2.1)

Moreover, for p = 2∗(α), the best constant in (2.1) will be denoted by S α(Ω), that is,

S α(Ω) = inf
u∈S 1

0(Ω)\{0}

∫
Ω
|∇Gu|2dz

(
∫
Ω
ψα |u|

2∗(α)

d(z)α dz)
2

2∗(α)

,

and it is indeed achieved in the case Ω = G. Moreover, the extremal function for S α := S α(G) has the
following decay behavior at infinity:

u(z) ≃
1

d(z)Q−2 as d(z)→ ∞.

Taking ρ > 0 small enough such that Bd(0, ρ) ⊂ Ω. Choose the cut-off function η ∈ C∞0 (Bd(0, ρ))
such that 0 ≤ η ≤ 1 and η ≡ 1 in Bd(0, ρ2 ), where Bd(z, r) denotes the ball with center at z and radius r
with respect to the gauge d. Define the function

ûε(z) = η(z)uε(z),

where uε is given in (1.5). Then, we have the following estimates.

Lemma 2.3. [6, Lemma 6.1] Let the homogeneous dimension Q ≥ 4, 0 ≤ α < 2. Then the following
estimates hold when ε→ 0: ∫

Ω

|∇Gûε|2dz = S
Q−α
2−α
α + O(εQ−2), (2.2)

∫
Ω

ψα |̂uε|2
∗(α)

d(z)α
dz = S

Q−α
2−α
α + O(εQ−α), (2.3)

and ∫
Ω

|̂uε|2dz =

cε2 + O(εQ−2), if Q > 4,
cε2| ln ε| + O(ε2), if Q = 4.

(2.4)
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Taking into account the exact asymptotic behavior of Hardy-Sobolev extremals, we get the
following results:

Lemma 2.4. Assume that 0 ≤ s < 2, Q ≥ 4, 1 ≤ q < 2∗(s). Then, as ε → 0, we have the following
estimates:

∫
Ω

ψs |̂uε|q

d(z)s dz =



CεQ−s− q(Q−2)
2 , if q >

Q − s
Q − 2

,

CεQ−s− q(Q−2)
2 )| ln ε|, if q =

Q − s
Q − 2

,

Cεq· Q−2
2 , if q <

Q − s
Q − 2

.

(2.5)

Proof. For all 1 ≤ q < 2∗(s), as ε→ 0, it is easily seen that∫
Ω

ψs |̂uε(z)|q

d(z)s dz =
∫
Ω

ψs|η(z)uε(z)|q

d(z)s dz =
∫
Ω

ψs|η(z)ε−
Q−2

2 u(δ 1
ε
(z))|q

d(z)s dz

≥ ε−
q(Q−2)

2

∫
Bd(0, ρ2 )

ψs
|u(δ 1

ε
(z))|q

d(z)s dz = ε−
q(Q−2)

2

∫
Bd(0, ρ2ε )

ψs |u(δ1(ζ))|q

εsd(ζ)s εQdζ

≥ ε−
q(Q−2)

2 +Q−s
∫

Bd(0, ρ2ε )\Bd(0,ρ0)

O(d(ζ)−(Q−2)q)
d(ζ)s dζ

≥ ε−
q(Q−2)

2 +Q−s
∫ ρ

2ε

ρ0

O
( 1
r(Q−2)·q+s−Q+1

)
dr,

(2.6)

where the constant 0 < ρ0 ≪ ρ small enough.

(i) If (Q − 2)q + s − Q = 0, straightforward computations yield∫ ρ
2ε

ρ0

1
r(Q−2)q+s−Q+1 dr =

∫ ρ
2ε

ρ0

1
r

dr = C ln |ε|. (2.7)

So, (2.6) and (2.7) yield that ∫
Ω

ψs|uε(z)|q

d(z)s dz ≥ CεQ−s− q(Q−2)
2 ln |ε|. (2.8)

(ii) If (Q − 2)q + s − Q < 0, it follows that (Q − 2)q + s − Q + 1 < 1 and∫ ρ
2ε

ρ0

1
r(Q−2)q+s−Q+1 dr =

∫ ρ
2ε

ρ0

rQ−s−(Q−2)q−1dr = Cε−(Q−s−(Q−2)q). (2.9)

Then, inserting (2.9) into (2.6), we obtain∫
Ω

ψs|uε(z)|q

d(z)s dz ≥ CεQ−s− q(Q−2)
2 −Q+s+(Q−2)q = Cε

q(Q−2)
2 . (2.10)

(iii) If (Q − 2)q + s − Q > 0, we have (Q − 2)q + s − Q + 1 > 1, then there exists C > 0 such that∣∣∣∣ ∫ ρ
2ε

ρ0

1
r(Q−2)q+s−Q+1 dr

∣∣∣∣ ≤ C. (2.11)
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Therefore, by (2.6) and (2.11), ∫
Ω

ψs|uε(z)|q

d(z)s dz ≥ CεQ−s− q(Q−2)
2 . (2.12)

Thus, (2.8), (2.10) and (2.12) imply that (2.5) holds. □

Lemma 2.5. Let (u, v) ∈ H\{(0, 0)} be a weak solution of problem (1.1). Then there exists a positive
constant C∗ depending on Q, σ, α, q, |Ω| and ∥h∥Lq∗ (Ω, ψσ

d(z)σ dz) such that

Iλ(u, v) ≥ −C∗λ
2

2−q .

Proof. Without loss of generality, we may assume that α ≥ β ≥ γ. Then, 2∗(α) ≤ 2∗(β) ≤ 2∗(γ). First,
by Hölder and Hardy-Sobolev inequalities, for all u ∈ S 1

0(Ω), we get

∫
Ω

h(z)
ψσ|u|q

d(z)σ
dz ≤

∫
Ω

ψσ|h|
2∗(σ)

2∗(σ)−q

d(z)σ
dz


2∗(σ)−q

2∗(σ) (∫
Ω

ψσ|u|2
∗(σ)

d(z)σ
dz

) q
2∗(σ)

≤ |h|Lq∗ (Ω, ψσ

d(z)σ dz)S
−

q
2

σ ∥u∥
q
S 1

0(Ω)
. (2.13)

Then, ∫
Ω

h(z)
ψσ(|u|q + |v|q)

d(z)σ
dz ≤ S −

q
2

σ ∥h∥Lq∗ (Ω, ψσ

d(z)σ dz)∥(u, v)∥q
H
, ∀(u, v) ∈ H . (2.14)

Therefore, it follows from ⟨I′λ(u, v), (u, v)⟩ = 0 and (2.14) that

Iλ(u, v) = Iλ(u, v) −
1

2∗(α)
⟨I′λ(u, v), (u, v)⟩

=
(1
2
−

1
2∗(α)

)
∥(u, v)∥2

H
+

( 1
2∗(α)

−
1

2∗(β)

) ∫
Ω

ψβ|v|2
∗(β)

d(z)β
dz

+
( 1
2∗(α)

−
1

2∗(γ)

) ∫
Ω

ψγ|u|p1 |v|p2

d(z, z0)γ
dz − λ

(1
q
−

1
2∗(α)

) ∫
Ω

h(z)
ψσ(|u|q + |v|q)

d(z)σ
dz

≥
(1
2
−

1
2∗(α)

)
∥(u, v)∥2

H
− λ

(1
q
−

1
2∗(α)

) ∫
Ω

h(z)
ψσ(|u|q + |v|q)

d(z)σ
dz

≥
(1
2
−

1
2∗(α)

)
∥(u, v)∥2

H
− λ

(1
q
−

1
2∗(α)

)
∥h∥Lq∗ (Ω, ψσ

d(z)σ dz)S
−

q
2

σ |Ω|
2∗(σ)−q

2∗(σ) ∥(u, v)∥q
H

≥
(1
2
−

1
2∗(α)

)
∥(u, v)∥2

H
−

q
2

[(2
q

(1
2
−

1
2∗(α)

)) q
2
∥(u, v)∥q

H

] 2
q

−
2 − q

2

[
λ
(1
q
−

1
2∗(α)

)
∥h∥Lq∗ (Ω, ψσ

d(z)σ dz)S
−

q
2

σ |Ω|
2∗(σ)−q

2∗(σ)
(2
q

(1
2
−

1
2∗(α)

))− q
2

] 2
2−q

= −
2 − q

2

[(2∗(α) − q
q2∗(α)

)
∥h∥Lq∗ (Ω, ψσ

d(z)σ dz)|Ω|
2∗(σ)−q

2∗(σ)

] 2
2−q

(
S σ(2∗(α) − 2)

q2∗(α)

)− q
2−q

λ
2

2−q

:= −C∗λ
2

2−q .

Here C∗ is a positive constant depending on Q, σ, α, q, |Ω| and ∥h∥Lq∗ (Ω, ψσ

d(z)σ dz). □
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In the following result, we show that the functional Iλ satisfies (PS )c-conditions.

Definition 2.6. Let c ∈ R, H be a Banach space and Iλ ∈ C1(H ,R). Then {(un, vn)} ⊂ H is a Palais-
Smale sequence at level c ((PS )c) inH for Iλ if Iλ(un, vn) = c + on(1) and I′λ(un, vn) = on(1) strongly in
inH−1 as n→ ∞. We say Iλ satisfies (PS )c-condition if for any Palais-Smale sequence {(un, vn)} inH
for Iλ has a convergent subsequence.

Lemma 2.7. Suppose that 1 < q < 2 and α, β, γ, σ ∈ [0, 2). Let {(un, vn)} ⊂ H is a (PS )c-sequence for
Iλ. Then, {(un, vn)} is bounded inH .

Proof. Let {(un, vn)} ⊂ H be a (PS )c-sequence of Iλ, then Iλ(un, vn) → c and I′λ(un, vn) → 0 as n → ∞.
From (2.14), we have

on(1) + |c| + on(∥(un, vn)∥H )

≥ Iλ(un, vn) −
1

2∗(α)
⟨I′λ(un, vn), (un, vn)⟩

=
(1
2
−

1
2∗(α)

)
∥(un, vn)∥2

H
+

( 1
2∗(α)

−
1

2∗(β)

) ∫
Ω

ψβ|vn|
2∗(β)

d(z)β
dz

+
( 1
2∗(α)

−
1

2∗(γ)

) ∫
Ω

ψγ|un|
p1 |vn|

p2

d(z, z0)γ
dz − λ

(1
q
−

1
2∗(α)

) ∫
Ω

h(z)
ψγ(|un|

q + |vn|
q)

d(z)γ
dz

≥
2 − α

2(Q − α)
∥(un, vn)∥2

H
− λ

2∗(α) − q
q 2∗(α)

S −
q
2

σ ∥h∥Lq∗ (Ω, ψσ

d(z)σ dz)∥(un, vn)∥q
H
,

which implies that {(un, vn)} is bounded inH since q < 2 < 2∗(α) and λ > 0. □

Proposition 2.8. Under the assumptions of Theorem 1.1, the functional Iλ satisfies (PS )c-condition for
all c < c∞, here

c∞ : = min
{ 2 − α
2(Q − α)

S
Q−α
2−α
α ,

2 − β
2(Q − β)

S
Q−β
2−β

β ,
2 − γ

2(Q − γ)
(S p1,p2,γ)

Q−γ
2−γ

}
−C∗λ

2
2−q , (2.15)

and C∗ is given in Lemma 2.5.

Proof. From Lemma 2.7, we know that the (PS )c-sequence {(un, vn)} is bounded in H . Due to the
critical Hardy-Sobolev inequality (2.1), there exists a subsequence, still denote by {(un, vn)}, such that
un ⇀ u, vn ⇀ v weakly in S 1

0(Ω); un ⇀ u, vn ⇀ v weakly in L2∗(α)(Ω, ψα

d(z)α dz), L2∗(β)(Ω, ψβ

d(z)β dz) and
L2∗(γ)(Ω, ψγ

d(z)γ dz); un → u, vn → v strongly in Lt(Ω, ψσ

d(z)σ dz) for all t ∈ [1, 2∗(σ)); and un(z) → u(z),
vn(z)→ v(z) a. e. in Ω. Moreover, for the above subsequence we assume that

|∇Gun|
2dz ⇀ µ̂, |∇Gvn|

2dz ⇀ ν̂,

ψα|un|
2∗(α)

d(z)α
dz ⇀ µ̄,

ψβ|vn|
2∗(β)

d(z)β
dz ⇀ ν̄,

ψγ|un|
p1 |vn|

p2

d(z, z0)γ
dz ⇀ ρ̃

weakly in the sense of measures. Using the concentration-compactness principle (see [26, 27]), there
exist an at most countable set J, a set of points {z j} j∈J ∈ Ω\{0}, real numbers µ̂z j , ν̂z j , µ̄z j , ν̄z j , ρ̃z j , j ∈ J,
and µ̂0, ν̂0, µ̄0, ν̄0, ρ̃0 such that

µ̂ ≥ |∇Gu|2dz +
∑
j∈J

δz j µ̂z j + δ0µ̂0, (2.16)
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ν̂ ≥ |∇Gv|2dz +
∑
j∈J

δz j ν̂z j + δ0ν̂0, (2.17)

µ̄ =
ψα|u|2

∗(α)

d(z)α
dz +

∑
j∈J

δz j µ̄z j + δ0µ̄0, (2.18)

ν̄ =
ψβ|v|2

∗(β)

d(z)β
dz +

∑
j∈J

δz j ν̄z j + δ0ν̄0, (2.19)

ρ̃ =
ψγ|u|p1 |v|p2

d(z, z0)γ
dz +

∑
j∈J

δz j ρ̃z j + δ0ρ̃0, (2.20)

where δz is the Dirac-mass of mass 1 concentrated at z.
First we consider the possibility of the concentration at {z j} j∈J ∈ Ω\{0}. For any ε > 0 small, take

ϕz j,ε(z) = ϕ(δ 1
ε
(z−1

j ◦ z)), where ϕ(z) ∈ C∞0 (Ω) is a smooth cut-off function such that 0 ≤ ϕ ≤ 1, ϕ = 1
in Bd(0, 1), and ϕ = 0 in Ω\Bd(0, 2). Then, |∇ϕz j,ε| ≤

C
ε

and {(ϕ2
z j,ε

un, ϕ
2
z j,ε

vn)} is bounded inH . Testing
I′λ(un, vn) with (ϕ2

z j,ε
un, ϕ

2
z j,ε

vn), we obtain limn→∞⟨I′λ(un, vn), (ϕ2
z j,ε

un, ϕ
2
z j,ε

vn)⟩ = 0, that is,

on(1) =
∫
Ω

∇Gun∇G(ϕ2
z j,ε

un)dz +
∫
Ω

∇Gvn∇G(ϕ2
z j,ε

vn)dz

−

∫
Ω

ψα|un|
2∗(α)

d(z)α
ϕ2

z j,ε
dz −

∫
Ω

ψβ|vn|
2∗(β)

d(z)β
ϕ2

z j,ε
dz

−

∫
Ω

ψγ|un|
p1 |vn|

p2

d(z, z0)γ
ϕ2

z j,ε
dz − λ

∫
Ω

h(z)
ψσ(|un|

q + |vn|
q)

d(z)σ
ϕ2

z j,ε
dz.

(2.21)

From (2.16)-(2.20), we get

lim
n→∞

∫
Ω

|∇Gun|
2ϕ2

z j,ε
dz =

∫
Ω

ϕ2
z j,ε

dµ̂ ≥
∫
Ω

|∇Gu|2ϕ2
z j,ε

dz + µ̂z j , (2.22)

lim
n→∞

∫
Ω

|∇Gvn|
2ϕ2

z j,ε
dz =

∫
Ω

ϕ2
z j,ε

dν̂ ≥
∫
Ω

|∇Gv|2ϕ2
z j,ε

dz + ν̂z j , (2.23)

lim
ε→0

lim
n→∞

∫
Ω

ψα|un|
2∗(α)

d(z)α
ϕ2

z j,ε
dz = lim

ε→0

∫
Ω

ϕ2
z j,ε

dµ̄ = 0, (2.24)

lim
ε→0

lim
n→∞

∫
Ω

ψβ|un|
2∗(β)

d(z)β
ϕ2

z j,ε
dz = lim

ε→0

∫
Ω

ϕ2
z j,ε

dν̄ = 0, (2.25)

lim
ε→0

lim
n→∞

∫
Ω

h(z)
ψσ(|un|

q + |vn|
q)

d(z)σ
ϕ2

z j,ε
dz = 0, (2.26)

and
lim
ε→0

lim
n→∞

∫
Ω

ψγ|un|
p1 |vn|

p2

d(z, z j)γ
ϕ2

z j,ε
dz =

∫
Ω

ϕ2
z j,ε

dρ̃ =
∫
Ω

ψα|u|p1 |v|p2

d(z)α
ϕ2

z j,ε
dz + ρ̃z j . (2.27)

Thus, (2.24)–(2.27) and (2.21) imply that

0 = lim
ε→0

lim
n→∞

∫
Ω

[∇Gun∇G(ϕ2
z j,ε

un) + ∇Gvn∇G(ϕ2
z j,ε

vn)]dz − ρ̃z j . (2.28)
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Moreover, by using the Hölder inequality and boundedness of {un}, {vn} in S 1
0(Ω), we have

lim
ε→0

lim
n→∞

∣∣∣∣ ∫
Ω

unϕz j,ε∇Gun∇Gϕz j,εdz
∣∣∣∣ ≤ lim

ε→0
lim
n→∞

( ∫
Ω

|∇Gun|
2dz

) 1
2
( ∫
Ω

|∇Gϕz j,ε|
2|unϕz j,ε|

2dz
) 1

2

≤ C lim
ε→0

( ∫
Ω

|∇Gϕz j,ε|
2|unϕz j,ε|

2dz
) 1

2

≤ C lim
ε→0

( ∫
Bd(z j,2ε)

|∇Gϕ|
Qdz

) 1
Q
( ∫

Bd(z j,2ε)
|uϕ|2

∗

dz
) 1

2∗

= 0.

(2.29)

Similarly,

lim
ε→0

lim
n→∞

∫
Ω

vnϕz j,ε∇Gvn∇Gϕz j,εdz = 0. (2.30)

Combining with (2.29), (2.30) and (2.28), there holds

0 = lim
ε→0

lim
n→∞

∫
Ω

(|ϕz j,ε∇Gun|
2 + |ϕz j,ε∇Gvn|

2)dz − ρ̃z j

= lim
ε→0

∫
Ω

ϕ2
z j,ε

dµ̂ + lim
ε→0

∫
Ω

ϕ2
z j,ε

dν̂ − ρ̃z j .

(2.31)

On the other hand, the definition of S p1,p2,γ implies that

S p1,p2,γ

( ∫
Ω

ψγ|ϕz j,εun|
p1 |ϕz j,εvn|

p2

d(z, z0)γ
dz

) 2
2∗(γ)
≤

∫
Ω

(|∇G(ϕz j,εun)|2 + |∇G(ϕz j,εvn)|2)dz. (2.32)

Note that
lim
ε→0

lim
n→∞

∫
Ω

|∇Gϕz j,ε|
2|un|

2dz = lim
ε→0

lim
n→∞

∫
Ω

|∇Gϕz j,ε|
2|vn|

2dz = 0, (2.33)

together with (2.29) and (2.33), we get

lim
ε→0

lim
n→∞

∫
Ω

|ϕz j,ε∇Gun|
2dz = lim

ε→0
lim
n→∞

∫
Ω

|∇G(ϕz j,εun)|2dz. (2.34)

Similarly, (2.30) and (2.33) yield that

lim
ε→0

lim
n→∞

∫
Ω

|ϕz j,ε∇Gvn|
2dz = lim

ε→0
lim
n→∞

∫
Ω

|∇G(ϕz j,εvn)|2dz. (2.35)

So, (2.34),(2.35) and (2.32) imply that

S p1,p2,γ · ρ̃
2

2∗(γ)
z j ≤ lim

ε→0

( ∫
Ω

ϕ2
z j,ε

dµ̂ +
∫
Ω

ϕ2
z j,ε

dν̂
)
. (2.36)

Combining (2.36) and (2.31), we have that

S p1,p2,γ · ρ̃
2

2∗(γ)
z j ≤ ρ̃z j ,

which implies that
either (1) ρ̃z j = 0, or (2) ρ̃z j ≥ (S p1,p2,γ)

Q−γ
2−γ . (2.37)
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Now, we consider the possibility of the concentration at 0. Similarly, we define a cut-off function
ϕ ∈ C1(G , [0, 1]) such that ϕ(z) = 0 on Bd(0, 1), and ϕ(z) = 1 on G\Bd(0, 2), and set ϕε(z) = ϕ(δ 1

ε
(z)).

Then, {ϕ2
εun} is bounded in S 1

0(G), and lim
ε→0

lim
n→∞
⟨I′λ(un, vn) , (ϕ2

εun, 0)⟩ = 0, that is,

on(1) =
∫
Ω

∇Gun∇G(unϕ
2
ε)dz −

∫
Ω

ψα|un|
2∗(α)

d(z)α
ϕ2
εdz

−
p1

2∗(γ)

∫
Ω

ψγ|un|
p1 |vn|

p2

d(z, zi)γ
ϕ2
εdz − λ

∫
Ω

h(z)
ψσ|un|

q

d(z)σ
ϕ2
εdz.

(2.38)

From (2.18)-(2.20), one can get

lim
n→∞

lim
ε→0

∫
Ω

ψα|un|
2∗(α)

d(z)α
ϕ2
εdz = µ̄0, (2.39)

lim
n→∞

lim
ε→0

∫
Ω

ψγ|un|
p1 |vn|

p2

d(z, zi)γ
ϕ2
εdz = 0, (2.40)

and
lim
n→∞

lim
ε→0

∫
Ω

h(z)
ψσ|un|

q

d(z)σ
ϕ2
εdz = 0. (2.41)

Thus, (2.38)–(2.41) yield that

0 = lim
ε→0

lim
n→∞

∫
Ω

∇Gun∇G(unϕ
2
ε)dz − µ̄0. (2.42)

Note that
lim
ε→0

lim
n→∞

∫
Ω

ϕεun∇Gun∇Gϕεdz = 0, (2.43)

together with (2.42) and (2.43), there holds

lim
ε→0

∫
Ω

ϕ2
εdµ̂0 = µ̄0. (2.44)

On the other hand, by the definition of S α we have

S α

( ∫
Ω

ψα|ϕεun|
2∗(α)

d(z)α
dz

) 2
2∗(α)
≤

∫
Ω

|∇G(unϕε)|2dz.

Thus,

S α · µ̄
2

2∗(α)

0 ≤ lim
ε→0

lim
n→∞

∫
Ω

|∇G(unϕε)|2dz. (2.45)

Note that
lim
ε→0

lim
n→∞

∫
Ω

ϕ2
ε|∇Gun|

2dz = lim
ε→0

lim
n→∞

∫
Ω

|∇G(unϕε)|2dz,

together with (2.45), we have

S αµ̄
2

2∗(α)

0 ≤ lim
ε→0

∫
Ω

ϕ2
εdµ̂0 . (2.46)
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Therefore, from (2.44) and (2.46), we have

S α · µ̄
2

2∗(α)

0 ≤ µ̄0,

which implies that

either (3) µ̄0 = 0, or (4) µ̄0 ≥ S
Q−α
2−α
α . (2.47)

Similarly,

either (3)′ ν̄0 = 0, or (4)′ ν̄0 ≥ S
Q−β
2−β

β . (2.48)

Now we claim that (2) and (4), (4)′ cannot occur. For this, recall that (un, vn) ⇀ (u, v) weakly inH ,
by the Brezis-Lieb Lemma we have∫

Ω

|∇G(un − u)|2dz =
∫
Ω

|∇Gun|
2dz −

∫
Ω

|∇Gu|2dz + on(1),∫
Ω

|∇G(vn − v)|2dz =
∫
Ω

|∇Gvn|
2dz −

∫
Ω

|∇Gv|2dz + on(1),∫
Ω

ψα|un − u|2
∗(α)

d(z)α
dz =

∫
Ω

ψα|un|
2∗(α)

d(z)α
dz −

∫
Ω

ψα|u|2
∗(α)

d(z)α
dz + on(1),∫

Ω

ψβ|vn − v|2
∗(α)

d(z)β
dz =

∫
Ω

ψβ|vn|
2∗(α)

d(z)β
dz −

∫
Ω

ψβ|v|2
∗(α)

d(z)β
dz + on(1)

and ∫
Ω

ψγ|un − u|p1 |vn − v|p2

d(z, z0)γ
dz =

∫
Ω

ψγ|un|
p1 |vn|

p2

d(z, z0)γ
dz −

∫
Ω

ψγ|u|p1 |v|p2

d(z, z0)γ
dz + on(1).

Then,

c + on(1) = Iλ(un, vn) =
1
2

∫
Ω

|∇G(un − u)|2dz +
1
2

∫
Ω

|∇G(vn − v)|2dz

−
1

2∗(α)

∫
Ω

ψα|un − u|2
∗(α)

d(z)α
dz −

1
2∗(β)

∫
Ω

ψβ|vn − v|2
∗(α)

d(z)β
dz

−
1

2∗(γ)

∫
Ω

ψγ|un − u|p1 |vn − v|p2

d(z, z0)γ
dz + Iλ(u, v).

(2.49)

On the other hand, from I′λ(un, vn)→ 0 as n→ ∞, we obtain that I′λ(u, v) = 0. Thus ⟨I′λ(u, v), (u, v)⟩ =
0. Together with ⟨I′λ(un, vn), (un, vn)⟩ → 0, there holds

on(1) =
∫
Ω

|∇G(un − u)|2dz +
∫
Ω

|∇G(vn − v)|2dz

−

∫
Ω

ψα|un − u|2
∗(α)

d(z)α
dz −

∫
Ω

ψβ|vn − v|2
∗(α)

d(z)β
dz −

∫
Ω

ψγ|un − u|p1 |vn − v|p2

d(z, z0)γ
dz.

(2.50)

From (2.49) and (2.50) and Lemma 2.5, we have

c + on(1) ≥
2 − α

2(Q − α)

∫
Ω

ψα|un − u|2
∗(α)

d(z)α
dz +

2 − β
2(Q − β)

∫
Ω

ψβ|vn − v|2
∗(α)

d(z)β
dz

+
2 − γ

2(Q − γ)

∫
Ω

ψγ|un − u|p1 |vn − v|p2

d(z, z0)γ
dz −C∗λ

2
2−q .

(2.51)
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Passing to the limit in (2.51) as n→ ∞, we have

c ≥
2 − α

2(Q − α)
µ̄0 +

2 − β
2(Q − β)

ν̄0 +
2 − γ

2(Q − γ)

∑
j∈J

ρ̃z j − c∗λ
2

2−q . (2.52)

By the assumption c < c∞ and in view of (2.37), (2.47) and (2.48), there holds µ̄0 = ν̄0 = 0, ρ̃z j = 0,
j ∈ J. Up to a subsequence, (un, vn)→ (u, v) strongly inH as n→ ∞. □

3. Proof of the main results

This section is devoted to the proof of the main results of this paper.

Theorem 3.1. Under the assumptions of Theorem 1.1, there exists Λ2 > 0 such that problem (1.1) has
at least one positive solution for λ ∈ (0,Λ2) with negative energy.

Proof. By the Hölder inequality, we have

Iλ(u, v) ≥
1
2
∥(u, v)∥2

H
−

1
2∗(α)

S −
2∗(α)

2
α ∥(u, v)∥2

∗(α)
H
−

1
2∗(β)

S −
2∗(β)

2
β ∥(u, v)∥2

∗(β)
H

−
1

2∗(γ)
(S p1,p2,γ)

−
2∗(γ)

2 ∥(u, v)∥2
∗(γ)
H
− λ

1
q
∥h∥Lq∗ (Ω, ψσ

d(z)σ dz)S
−

2∗(σ)
2

σ ∥(u, v)∥q
H

:= f (t) − λg(t),

where t, f (t) and g(t) are defined by

t := ∥(u, v)∥H ,

f (t) :=
1
2

t2 −
1

2∗(α)
S −

2∗(α)
2

α t2∗(α) −
1

2∗(β)
S −

2∗(β)
2

β t2∗(β) −
1

2∗(γ)
(S p1,p2,γ)

−
2∗(γ)

2 t2∗(γ),

g(t) :=
1
q
∥h∥Lq∗ (Ω, ψσ

d(z)σ dz)S
−

2∗(σ)
2

σ tq.

Note that 2 < 2∗(α), 2∗(β), 2∗(γ), it is easy to see that there exists t0 > 0 such that f (t) has a
maximum at t0 and f (t0) > 0. Hence, there exists a positive constant Λ1 such that for all λ ∈ (0,Λ1),

inf
∥(u,v)∥H=t0

Iλ(u, v) ≥ f (t0) − λg(t0) > 0. (3.1)

On the other hand, set S = {(u, v) ∈ H : ∥(u, v)∥H ≤ t0}. For some (u0, v0) ∈ H\{(0, 0)} with
∥(u0, v0)∥H = 1, we can choose t > 0 small enough such that

(tu0, tv0) ∈ S and Iλ(tu0, tv0) < 0.

Consequently, we get

−∞ < inf
(u,v)∈S

Iλ(u, v) < 0. (3.2)

Now we can apply the Ekeland variational principle and obtain a minimizing sequence {(un, vn)} ⊂ S
such that

Iλ(un, vn) ≤ inf
(u,v)∈S

Iλ(u, v) +
1
n
, (3.3)
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and

Iλ(un, vn) ≤ Iλ(u, v) +
1
n
∥(un − u, vn − v)∥H , ∀(u, v) ∈ S . (3.4)

Define Jλ(u, v) = Iλ(u, v) + 1
n∥(un − u, vn − v)∥H . So, (3.4) implies that Jλ(un, vn) ≤ Jλ(u, v), which

yields that {(un, vn)} ⊂ S is the minimizer of Jλ. In view of (3.1), (3.2) and (3.3), there exists ε > 0
and N0 ∈ Z

+ such that for all n ≥ N0, ∥(un, vn)∥H ≤ t0 − ε. So, for any (ϕ1, ϕ2) ∈ H and n ≥ N0, there is
a t > 0 small enough such that

(un + tϕ1, vn + tϕ2) ∈ S and
Jλ(un + tϕ1, vn + tϕ2) − Jλ(un, vn)

t
≥ 0.

That is,

Iλ(un + tϕ1, vn + tϕ2) − Iλ(un, vn)
t

+
1
n
∥(ϕ1, ϕ2)∥H ≥ 0. (3.5)

Passing to the limit in (3.5) as t → 0, we obtain that

⟨I′λ(un, vn), (ϕ1, ϕ2)⟩ ≥ −
1
n
∥(ϕ1, ϕ2)∥H ,

which implies that

∥I′λ(un, vn)∥H ′ ≤
1
n
. (3.6)

Combining (3.3) and (3.6), there holds

lim
n→∞

I′λ(un, vn) = 0, and lim
n→∞

Iλ(un, vn) = inf
(u,v)∈S

Iλ(u, v) < 0. (3.7)

So, there exists Λ2 ∈ (0,Λ1) such that inf(u,v)∈S Iλ(u, v) < 0 < c∞ for all λ ∈ (0,Λ2). Here c∞ is given
in (2.15). Thus, in view of Proposition 2.8, (un, vn)→ (u1, v1) strongly inH for all λ ∈ (0,Λ2). Hence,
(u1, v1) is a nontrivial solution of (1.1) satisfying that Iλ(u1, v1) = inf(u,v)∈S Iλ(u, v) < 0.

Note that Iλ(u1, v1) = Iλ(|u1|, |v1|) and (|u1|, |v1|) ∈ {(u, v) ∈ H : ∥(un, vn)∥H ≤ t0 − ε}, we have
Iλ(|u1|, |v1|) = inf(u,v)∈S Iλ(u, v) < 0 and I′λ(|u1|, |v1|) = 0. Then, problem (1.1) has a nontrivial
nonnegative solution (u1, v1) ∈ H with negative energy. According to Bony’s maximum
principle [34], we get that the system (1.1) has a positive solution inH and completes this proof. □

Lemma 3.2. Under the assumptions of Theorem 1.1, there exist a function (u, v) ∈ H \ {(0, 0)} and
Λ3 > 0 such that

sup
t≥0

Iλ(tu, tv) <
2 − γ

2(Q − γ)
(S p1,p2,γ)

Q−γ
2−γ −C∗λ

2
2−q (3.8)

for all λ with λ ∈ (0,Λ3), where C∗ is the positive constant given in Lemma 2.5.
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Proof. For any (u, v) ∈ H , write

Iλ(u, v) = J(u, v) −
1

2∗(α)

∫
Ω

ψα|u|2
∗(α)

d(z)α
dz −

1
2∗(β)

∫
Ω

ψβ|v|2
∗(β)

d(z)β
dz −

λ

q

∫
Ω

h(z)
ψσ(|u|q + |v|q)

d(z)σ
dz.

First, we consider the functional J : H → R as

J(u, v) =
1
2
∥(u, v)∥2

H
−

1
2∗(γ)

∫
Ω

ψγ|u|p1 |v|p2

d(z, z0)γ
dz, ∀(u, v) ∈ H .

Let u :=
√

p1uε, v :=
√

p2uε ∈ S 1
0(Ω), where uε given by (1.5), and define

J(t) = J(tu, tv) =
t2

2
∥(u, v)∥2

H
−

t2∗(γ)

2∗(γ)

∫
Ω

ψγ|u|p1 |v|p2

d(z, z0)γ
dz, ∀t ≥ 0.

Then, we know that lim
t→∞
J(t) = −∞, and J(t) > 0 as t → 0+. Hence sup

t≥0
J(t) is attained at some finite

point t0 > 0 satisfies J ′(t0) = 0, that is, J attains its maximum at

t0 =

 ∥(u, v)∥2
H∫

Ω

ψγ |u|p1 |v|p2

d(z,z0)γ dz


1

2∗(γ)−2

.

Combining (2.2), (2.3) and (1.6), there holds

sup
t≥0
J(t) = J(t0) =

(1
2
−

1
2∗(γ)

) ∥(u, v)∥
2·2∗(γ)
2∗(γ)−2

H

(
∫
Ω

ψγ |u|p1 |v|p2

d(z,z0)γ dz)
2

2∗(γ)−2

=
2 − γ

2(Q − γ)

[( p2

p1

) p1
2∗(γ)
+

( p1

p2

) p2
2∗(γ)

] 2∗(γ)
2∗(γ)−2

 ∥uε∥2S 1
0(Ω)

(
∫
Ω

ψγ |uϵ |2
∗(γ)

d(z)γ dz)
2

2∗(γ)


2∗(γ)

2∗(γ)−2

=
2 − γ

2(Q − γ)

[( p1

p2

) p2
2∗(γ)
+

( p2

p1

) p1
2∗(γ)

] Q−γ
2−γ

 S
Q−γ
2−γ
γ + O(εQ−2)

[S
Q−γ
2−γ
γ + O(εQ−γ)]

2
2∗(γ)


Q−γ
2−γ

=
2 − γ

2(Q − γ)
· (S p1,p2,γ)

Q−γ
2−γ + O(εQ−2). (3.9)

Observe that there exists a positive constant Λ4 such that for all λ ∈ (0,Λ4), there holds

2 − γ
2(Q − γ)

· (S p1,p2,γ)
Q−γ
2−γ −C∗λ

2
2−q > 0. (3.10)

Then for λ ∈ (0,Λ4), there exists t0 ∈ (0, 1) such that

sup
t∈[0,t0]

Iλ(tu, tv) <
2 − γ

2(Q − γ)
· (S p1,p2,γ)

Q−γ
2−γ −C∗λ

2
2−q . (3.11)

On the other hand, it follows from h(z) ≥ c0 and p1, p2 > 1, we obtain∫
Ω

h(z)
ψσ(|u|q + |v|q)

d(z)σ
dz = (p

q
2
1 + p

q
2
2 )

∫
Ω

h(z)
ψσ|uε|q

d(z)σ
dz ≥ 2c0

∫
Ω

ψσ|uε|q

d(z)σ
dz. (3.12)
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Then, combining (3.9) and (3.12) and (2.5), we get

sup
t≥t0

Iλ(tu, tv) = sup
t≥t0

[
J(t) −

λtq

q

∫
Ω

h(z)
ψσ(|u|q + |v|q)

d(z)σ
dz −

t2∗(α)

2∗(α)

∫
Ω

ψα|u|2
∗(α)

d(z)α
dz

−
t2∗(β)

2∗(β)

∫
Ω

ψβ|v|2
∗(β)

d(z)β
dz

]
≤ sup

t≥t0

[
J(t) −

λtq

q

∫
Ω

h(z)
ψσ(|u|q + |v|q)

d(z)σ
dz

]
≤ sup

t≥t0
J(t) −

λtq
0

q
2c0

∫
Ω

ψσ|uε|q

d(z)σ
dz

≤
2 − γ

2(Q − γ)
(S p1,p2,γ)

Q−γ
2−γ + O(εQ−2) −Cλ


εQ−σ− (Q−2)q

2 if q > Q−σ
Q−2 ,

εQ−σ− (Q−2)q
2 | ln ε| if q = Q−σ

Q−2 ,

ε
(Q−2)q

2 if q < Q−σ
Q−2 ,

(3.13)

where C is a positive constant.
Now, we need to distinguish two cases:

Case (i) 1 ≤ q < Q−σ
Q−2 . It follows from q < 2 that Q − 2 > q(Q−2)

2 . Then, choosing ε small enough, we can
deduce that there exists a Λ5 > 0 such that

O(εQ−2) −Cλε
q(Q−2)

2 < −C∗λ
q

2−q (3.14)

for all λ ∈ (0,Λ5). Set Λ6 = min{Λ4,Λ5}, then (3.13), (3.14) and (3.11) show that

sup
t≥0

Iλ(tu0, tv0) <
2 − γ

2(Q − γ)
(S p1,p2,γ)

Q−γ
2−γ −C∗λ

2
2−q for all λ ∈ (0,Λ6).

Case (ii) Q−σ
Q−2 ≤ q < 2. It follows from Q−σ

Q−2 ≤ q that Q − 2 > q Q−2
2 ≥ Q − σ − q(Q−2)

2 . Then, for ε small
enough, there exists a Λ7 > 0 such that

O(εQ−2) −CλεQ−σ−q Q−2
2 < −C∗λ

q
2−q , ∀λ ∈ (0,Λ7).

Therefore, taking Λ8 = min{Λ4,Λ7}, we get that for all λ ∈ (0,Λ8),

sup
t≥0

Iλ(tu0, tv0) <
2 − γ

2(Q − γ)
(S p1,p2,γ)

Q−γ
2−γ −C∗λ

2
2−q .

Set Λ3 = min{Λ6,Λ8}, from cases (i) and (ii), (3.8) holds by taking (u, u) = (
√

p1 uε,
√

p2 uε) and for
all λ ∈ (0,Λ3). The proof is thus complete. □

Similarly the proof of Lemma 3.2, we can easy to get the following results.

Lemma 3.3. Under the assumptions of Theorem 1.1, there exist a function (u, v) ∈ H \ {(0, 0)} and
Λ̂3 > 0 such that

sup
t≥0

Iλ(tu, tv) <
2 − α

2(Q − α)
S

Q−α
2−α
α −C∗λ

2
2−q , ∀λ ∈ (0, Λ̂3).
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Lemma 3.4. Under the assumptions of Theorem 1.1, there exist a function (u, v) ∈ H \ {(0, 0)} and
Λ̃3 > 0 such that

sup
t≥0

Iλ(tu, tv) <
2 − β

2(Q − β)
S

Q−β
2−β

β −C∗λ
2

2−q , ∀λ ∈ (0, Λ̃3).

Theorem 3.5. Under the assumptions of Theorem 1.1, there exists Λ̂1 > 0 such that problem (1.1) has
at least one positive solution for λ ∈ (0, Λ̂1) with positive energy.

Proof. We show that the functional Iλ satisfies the hypotheses of the mountain pass lemma. To this
end, obviously Iλ(0, 0) = 0. (3.1) shows that the exist ρ, R0 > 0 such that

Iλ(u, v) ≥ ρ > 0, ∀ (u, v) ∈ H\{(0, 0)} with ∥(u, v)∥H = R0

for all λ with λ ∈ (0,Λ1).
On the other hand, for (u, v) ∈ H\{(0, 0)} we obtain that lim

t→∞
Iλ(tu, tv) = −∞. Then there exists

l0 > 0 such that ∥(l0u, l0v)∥H > R0 and Iλ(l0u, l0v) < 0. Let

c = inf
γ∈Γ

sup
t∈[0,1]

Iλ(γ(t)),

where Γ := {γ ∈ C([0, 1],H) : γ(0) = (0, 0), γ(1) = (l0u, l0v)}. Thus, it follows from the mountain pass
lemma that there exists a sequence {(un, vn)} ⊂ H such that

lim
n→∞

I′λ(un, vn) = 0 and lim
n→∞

Iλ(un, vn) = c ∈ (0, c∞). (3.15)

Let Λ̂1 := min{Λ1,Λ3, Λ̂3, Λ̃3}. So Lemmas 3.2, 3.3, 3.4 imply that there exists (u0, v0) ∈ H\{(0, 0)}
such that

sup
t≥0

Iλ(tu0, tv0) < c∞, ∀λ ∈ (0, Λ̂1).

From Proposition 2.8, (un, vn) → (u2, v2) strongly in H as n → ∞, which implies that I′λ(u2, v2) = 0
and Iλ(u2, v2) = c. Then, (u2, v2) is a nontrivial solution of (1.1) with positive energy. Set
u+ := max{u, 0}, v+ := max{v, 0}. Replacing

∫
Ω

ψα |u|2
∗(α)

d(z)α dz,
∫
Ω

ψβ |v|2
∗(β)

d(z)β dz,
∫
Ω

ψγ |u|p1 |v|p2

d(z,z0)γ dz,∫
Ω

h(z)ψ
σ(|u|q+|v|q)

d(z)σ dz by
∫
Ω

ψα(u+)2∗(α)

d(z)α dz,
∫
Ω

ψβ(v+)2∗(β)

d(z)β dz,
∫
Ω

ψγ(u+)p1 (v+)p2

d(z,z0)γ dz,
∫
Ω

h(z)ψ
σ[(u+)q+(v+)q]

d(z)σ dz in Iλ
respectively, we have that (u2, v2) ∈ H is a nonnegative solution of (1.1). So by the argument of the
proof of theorem 3.1, one gets that u2 > 0, v2 > 0. Therefore, we have the desired conclusion. □

The ends of this section is devoted to the proofs of the main results of this paper.

Proof of theorem 1.1. Let Λ := min{Λ2, Λ̂1}. By Theorems 3.1 and 3.5, we known that for all λ ∈
(0,Λ), problem (1.1) has at least two positive solution (u1, v1) and (u, v2) ∈ H satisfying

Iλ(u1, v1) < 0, I′λ(u1, v1) = 0, and Iλ(u2, v2) = c ≥ ρ > 0, I′λ(u2, v2) = 0, ∀λ ∈ (0,Λ).

Hence, we get the required result. □

Communications in Analysis and Mechanics Volume 15, Issue 2, 70–90.



88

Conflict of interest

All authors hereby declare that there are no conflicts of interest in this paper.

References

1. N. Garofalo, E. Lanconelli, Frequency functions on the Heisenberg group, the uncertainty
principle and unique continuation, Ann. Inst. Fourier (Grenoble), 40 (1990), 313–356.
https://doi.org/10.5802/aif.1215

2. L. D’Ambrosio, Some Hardy inequalities on the Heisenberg group, Differ. Equ., 40 (2004), 552–
564. https://doi.org/10.1023/B:DIEQ.0000035792.47401.2a

3. L. D’Ambrosio, Hardy-type inequalities related to degenerate elliptic differential operators, Ann.
Sc. Norm. Super. Pisa Cl. Sci., 5 (2005), 451–486.

4. Y. Han, P. Niu, Hardy-Sobolev type inequalities on the H-type group, Manuscripta Math., 118
(2005), 235–252. https://doi.org/10.1007/s00229-005-0589-7

5. N. Garofalo, D. Vassilev, Regularity near the characteristic set in the non-linear Dirichlet problem
and conformal geometry of sub-Laplacians on Carnot Groups, Math. Ann., 318 (2000), 453–516.
https://doi.org/10.1007/s002080000127

6. A. Loiudice, Critical growth problems with singular nonlinearities on Carnot groups, Nonlinear
Anal., 126 (2015), 415–436. https://doi.org/10.1016/j.na.2015.06.010

7. J. Zhang, Sub-elliptic systems involving critical Hardy-Sobolev exponents and sign-changing
weight functions on Carnot groups, J. Nonlinear Var. Anal., (2023), In press.

8. A. Loiudice, Optimal decay of p-Sobolev extremals on Carnot groups, J. Math. Anal. Appl., 470
(2019), 619–631. https://doi.org/10.1016/j.jmaa.2018.10.027

9. E. Lanconelli, F. Uguzzoni, Non-existence results for semilinear Kohn-Laplace equations
in unbounded domains, Commun. Partial Differ. Equations, 25 (2000), 1703–1739.
https://doi.org/10.1080/03605300008821564

10. G. Molica Bisci, P. Pucci, Critical Dirichlet problems on H domains of Carnot groups, Electron.
J. Differ. Equations, Conference 25 (2018), 179-196.

11. L. Roncal, S. Thangavelu, Hardy’s inequality for fractional powers of the sublaplacian on the
Heisenberg group, Adv. Math., 302 (2016), 106–158. https://doi.org/10.1016/j.aim.2016.07.010

12. J. Zhang, Existence and multiplicity of positive solutions to sub-elliptic systems with multiple
critical exponents on Carnot groups, Proceedings-Mathematical Sciences, 2023.

13. A. Loiudice, Lp-weak regularity and asymptotic behavior of solutions for critical equations
with singular potentials on Carnot groups, Nonlinear Differ. Equ. Appl., 17 (2010), 575–589.
https://doi.org/10.1007/s00030-010-0069-y

14. A. Loiudice, Local behavior of solutions to sunelliptic problems with Hardy potential on Carnot
groups, Mediterr. J. Math., 15 (2018), 81. https://doi.org/10.1007/s00009-018-1126-8

15. A. Loiudice, Critical problems with hardy potential on Stratified Lie groups, Adv. Differential
Equations, 28 (2023), 1–33. https://doi.org/10.57262/ade028-0102-1

Communications in Analysis and Mechanics Volume 15, Issue 2, 70–90.

http://dx.doi.org/https://doi.org/10.5802/aif.1215
http://dx.doi.org/https://doi.org/10.1023/B:DIEQ.0000035792.47401.2a
http://dx.doi.org/https://doi.org/10.1007/s00229-005-0589-7
http://dx.doi.org/https://doi.org/10.1007/s002080000127
http://dx.doi.org/https://doi.org/10.1016/j.na.2015.06.010
http://dx.doi.org/https://doi.org/10.1016/j.jmaa.2018.10.027
http://dx.doi.org/https://doi.org/10.1080/03605300008821564
http://dx.doi.org/https://doi.org/10.1016/j.aim.2016.07.010
http://dx.doi.org/https://doi.org/10.1007/s00030-010-0069-y
http://dx.doi.org/https://doi.org/10.1007/s00009-018-1126-8
http://dx.doi.org/https://doi.org/10.57262/ade028-0102-1


89

16. J. Zhang, Sub-elliptic problems with multiple critical Sobolev-Hardy exponents on Carnot groups,
Manuscripta Math., (2023). https://doi.org/10.1007/s00229-022-01406-x

17. J. Zhang, On the existence and multiplicity of solutions for a class of sub-Laplacian
problems involving critical Sobolev-Hardy exponents on Carnot groups, Appl. Anal., (2022).
https://doi.org/10.1080/00036811.2022.2107910

18. S. Zhu, J. Zhang, Multiplicity of solutions for sub-Laplacian systems involving Hardy-Sobolev
critical exponents on Carnot groups, preprint. https://doi.org/10.21203/rs.3.rs-2342975/v1

19. P. Pucci, Critical Schrödinger-Hardy systems in the Heisenberg group, Discrete Contin. Dyn. Syst.
Ser. S, 12 (2019), 375–400. https://doi.org/10.3934/dcdss.2019025

20. P. Pucci, L. Temperini, Existence for (p, q) critical systems in the Heisenberg group, Adv.
Nonlinear Anal., 9 (2020), 895–922. https://doi.org/10.1515/anona-2020-0032

21. P. Pucci, L. Temperini, Entire solutions for some critical equations in the Heisenberg group,
Opuscula Math., 42 (2022), 279–303. https://doi.org/10.7494/OpMath.2022.42.2.279

22. S. Bordoni, R. Filippucci, P. Pucci, Existence problems on Heisenberg groups involving Hardy and
critical terms, J. Geom. Anal., 30 (2020),1887–1917. https://doi.org/10.1007/s12220-019-00295-z

23. S. Bordoni, R. Filippucci, P. Pucci, Nonlinear elliptic inequalities with gradient
terms on the Heisenberg group, Nonlinear Anal., 121 (2015), 262–279.
https://doi.org/10.1016/j.na.2015.02.012

24. R. Filippucci, P. Pucci, F. Robert, On a p-Laplace equation with multiple critical nonlinearities, J.
Math. Pures Appl., 91 (2009), 156–177. https://doi.org/10.1016/j.matpur.2008.09.008

25. R. Kajikiya, A critical point theorem related to the symmetric mountain pass lemma
and its applications to elliptic equations, J. Funct. Anal., 225 (2005), 352–370.
https://doi.org/10.1016/j.jfa.2005.04.005

26. T. Pucci, T. Temperini, On the concentration-compactness principle for Folland-Stein
spaces and for fractional horizontal Sobolev spaces, Math. Eng., 5 (2023), 1–21.
https://doi.org/10.3934/mine.2023007

27. P. Pucci, T. Temperini, Concentration-compactness results for systems in the Heisenberg group,
Opuscula Math., 40 (2020), 151–162. https://doi.org/10.7494/OpMath.2020.40.1.151

28. J. Mawhin, M. Willem, Critical Point Theory and Hamiltonian Systems, in: Applied Mathematical
Sciences, vol. 74, Springer, New York, 1989.

29. A. Ambrosetti, P.H. Rabinowitz, Dual variational methods in critical point theory and applications,
J. Funct. Anal., 14 (1973), 349–381. https://doi.org/10.1016/0022-1236(73)90051-7

30. A. Bonfiglioli, E. Lanconelli, F. Uguzzoni, Stratified Lie Groups and Potential Theory for their
Sub-Laplacians, in: Springer Monographs in Mathematics, Springer, Berlin, 2007.

31. M. Ruzhansky, D. Suragan, Hardy inequalities on homogeneous groups, 100 Years of Hardy
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