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Abstract: A microgrid is a concept that has been developed with the increasing penetration of 

distributed generators. With the increasing penetration of distributed energy resources in the 

microgrids, along with advanced control and communication technologies, the traditional microgrid 

concept is being transited towards the concept of microgrid clustering. It decomposes the distribution 

system into several interconnected microgrids, effectively reducing problems such as voltage rise, 

harmonics, poor power factor, reverse power flow and failure of the conventional protection schemes. 

Microgrid clusters effectively coordinate power sharing among microgrids and the main grid, 

improving the stability, reliability and efficiency of the distribution network at the consumption 

premises. Despite the evident benefits of microgrid clusters to the consumers and the electrical utility, 

there are challenges to overcome before adopting the microgrid cluster concept. This paper is aimed 

at critically reviewing the challenges in design aspects of microgrid clustering. Categorization of multi-

microgrids into different architectures based on the layout of the interconnections, evaluation of 

reported control techniques in microgrid clustering and multi-microgrid protection aspects are 

presented, highlighting the possible areas of future research that would improve the operational aspects 

of microgrid clusters. 

Keywords: energy management; microgrid cluster; ring connected; power converter; protection; 

synchronization  

 

1. Introduction  

Electrical demand has been continually increasing while fossil fuels have been depleting, which 

leads to fluctuating electricity rates. At the same time, with the concerns on greenhouse gas emissions 

and awareness of sustainable energy growth, attention has been paid to renewable power generation to 
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satisfy future energy demands [1]. Renewable power sources such as solar photovoltaic (PV) arrays, 

micro wind turbines, biomass power plants and fuel cells are being used for power generation. The use 

of these renewable power sources, which are usually connected to the distribution network, is called 

distributed generation (DG) [2,3]. To facilitate the higher-order integration of renewable power 

generation into the distribution system, it is necessary to have smart and intelligent distribution 

networks with proper controllability to achieve the required level of system reliability. Thus, the 

concept of microgrids has been emerging as a solution [4,5]. 

A microgrid can be defined as a small-scale power system containing DG sources and energy 

storage elements designed to supply the power to a local area within an identified boundary. The 

microgrid can be connected to the main grid as a controllable load/generator, offering islanded and 

grid-connected operation [6–8]. By now, a lot of microgrid projects have been started to promote rural 

electrification and energy sustainability.  

With the increasing penetration of distributed energy resources (DERs) and high uncertainties, it 

becomes complex and infeasible to coordinate a large number of distributed generators in a single 

microgrid [9]. Complexity in managing the increasing penetration of renewable power generation and 

the quest for power quality have continued to direct more attention onto smart grids [10,11]. The 

existing distribution network can be transferred to a smart grid having a more reliable, efficient, 

sustainable and customer-interactive status by adding metering, protection and communication 

infrastructure. Among the smart features of smart grids, self-healing is an important feature in 

improving the system reliability, as the smart grid can continuously detect and respond to faults and 

restore feeders with minimum human invention.  

A microgrid cluster, on the other hand, is a self-healing reconfiguring technique in which the 

distribution network is divided into smaller, controllable grids [12,13]. It incorporates several 

geographically close microgrids into a single network of interconnected microgrids. Microgrid clusters 

offer numerous economic benefits to both the utility grid and the microgrids. Each microgrid will have 

the benefits of increased reliability, stability and reduced cost [14–16]. During a failure of the main 

grid, the individual microgrids may fail to meet the demand continuously in the microgrid due to 

intermittency of renewable-energy-based distributed generation. Having interconnections among each 

other, the microgrids in the cluster overcome this barrier by mutually supporting each microgrid during 

islanded operation. Figure 1 illustrates an example of a microgrid cluster consisting of two microgrids. 

However, interconnecting several microgrids into a cluster requires a control and energy management 

architecture to allow safe and reliable operation of the entire cluster during the grid-connected and 

islanded modes of operation. 

The main objective of this paper is to present a comprehensive and analytical review of the 

microgrid clustering architecture and protection techniques. Furthermore, an in-depth investigation has 

been made to identify the currently available control concepts and test systems on microgrid clusters. 

In addition, existing grid synchronization methods are presented to identify their suitabilities for 

interconnected microgrids. Furthermore, the advantages and challenges of networked operation are 

discussed. 

The study presented in [17] was focused on the optimization of the energy management of 

networked microgrids, along with control methods for regulating voltage, frequency and power under 

different operation scenarios.   
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Figure 1. Microgrid cluster. 

Possible multi-microgrid layouts to form a grid of microgrids, along with a comparison among 

them considering different aspects, were explored in [18]. Furthermore, new business models to 

promote the installation of distributed energy resources were discussed. However, microgrid layouts 

were categorized mainly by considering the modes of operation: grid-connected operation and islanded 

operation. Therefore, it lacked an in-depth analysis of the recent research on possible microgrid layouts. 

In [19], common interconnected microgrid layouts were briefly summarized, and energy management 

systems relevant to the most used optimization objectives, the operation timescales and the scheduling 

optimization structures were analyzed. However, control and challenges associated with different 

layouts of microgrids were not included in this review. Energy trading among multiple microgrids and 

energy-market designs to facilitate energy trading among the participating producers and customers 

were discussed in [16]. Even though an in-depth review of the strengths and drawbacks of the existing 

protection techniques were not given, [16] briefly discussed the existing protection techniques for 

interconnected microgrids. The review presented in [20] explored major issues such as stability, 

protection coordination and the privacy of private and community microgrids, along with failure of 

the communication system. However, it did not highlight the design perspective of interconnected 

microgrids. The study in [21] provided a comprehensive review of distributed control and 

communication strategies in networked microgrids. Communication reliability issues, including data 

timeliness, availability and accuracy, which would affect the performance of control strategies in 

network microgrids, were also discussed in [21].  

Compared with previous review studies in [17–19], this paper presents a detailed evaluation of 

the robustness of the existing main types of microgrid cluster architectures. Also, compared to the 

previous review in [16], protection techniques utilized in microgrid clusters are evaluated through their 

advantages and limitations to identify the techniques that are effective and feasible for ensuring fast 

and accurate isolation of faults. 

The paper is organized as follows: In Section 2, reported test systems on microgrid clusters and 

their objectives and clustering techniques are discussed. Section 3 introduces possible and existing 

architectures for clustering microgrids. Line technologies and interconnection technologies used in 

interconnecting microgrids are reviewed in Section 4 and Section 5, respectively. Section 6 presents 
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an analysis of the existing architectures, considering four aspects: 1) scalability, 2) stability, 3) 

reliability and 4) protection. Line technologies and interconnection technologies in the view of 

implementing the architectures are discussed under this section. Control hierarchy in implementing the 

objectives of the interconnected microgrids is discussed in Section 7, and controlling concepts used to 

implement control objectives of microgrid clusters are discussed in Section 8 along with their 

advantages and disadvantages. Section 9 presents the possible grid synchronization methods. Existing 

protection techniques for interconnected microgrids, along with associated advantages and 

disadvantages, are analyzed in Section 10. The paper concludes with suggestions for possible future 

research directions. 

2. Test systems for microgrid clusters 

The concept of a microgrid cluster is emerging as one of the promising alternatives to increase 

the reliability of power systems with increasing penetration of DERs. Voltage and frequency stability 

issues with high penetration of renewable power generation, weather-related events and other day-to-

day incidents (equipment failures, control issues, etc.) can result in partial failure or total failure of the 

network, leading to blackouts [22] and huge financial losses. Microgrid clusters can provide electricity 

supply with improved power quality and reliability [23] at a reduced cost of generation while providing 

ancillary services. During emergencies, islanded microgrid clusters can supply power to the critical 

loads for a longer period of time through the interconnection among microgrids; also, it can provide 

black start support to the power station to restore the power in the main grid. 

Microgrid clustering is being identified as a trending solution for modern reliable power grids, 

and a significant amount of research has been conducted, with different test systems identifiable in the 

literature [24,25]. Based on the method of creating the network, the test systems can be divided into 

two main categories: 1) test systems from dividing an existing test system into interconnected 

microgrids [26–30] and 2) test systems from adding microgrids to an existing test system [31–35]. 

In the first category, the topology of the cluster is the same as the original system, as shown in 

Figure 2, and the capacity of the existing DERs has not been changed. However, the locations of them 

have been changed, while adding new resources to optimize the objectives.  

In the second category, new microgrids have been introduced to the existing test system at 

different locations, as shown in Figure 3. In this method, there may be resources that do not belong to 

any of the connected microgrids. Individual microgrids have been introduced to optimize the entire 

network, subjected to different objectives.  

In both of the test systems, complete sets of network data are not reported. Therefore, adopting 

them into new studies and research becomes difficult. Objectives and the methods used in developing 

the test systems are illustrated in Tables 1 and 2, respectively. Test systems are used to perform various 

simulation studies, such as power flow, control, stability, protection and energy management, for 

microgrid clusters. Microgrid clusters help individual microgrids to operate more reliably during 

islanded operations while providing numerous economic benefits to both the utility grid and the 

microgrids in the cluster. However, reported studies on test systems have considered IEEE test bus 

systems in deriving test systems of networked microgrids. Still, there is no research reported on developing 

microgrid clusters based on an actual distribution feeder integrating DERs as required. Dynamics of the 

distributed generation and unbalanced nature of loads can be expected in actual systems. 
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Figure 2. Interconnected microgrids in a test system [26–30]. 

 

Figure 3. Modified test system with microgrids [31–35]. 

Table 1. Test system category 1: Microgrid clustering by dividing an existing system. 

Reference Objective Method 

[20] To maximize the generation under the 

constraints of distribution system and 

microgrids 

Mixed-integer linear program subjected to different 

operating conditions of microgrids and distribution 

network 

[21] Voltage control and power management A two-level control structure 

Primary layer coordinates the load sharing among DERs 

Second layer controls the power exchange among 

microgrids and restores voltage to reference values 

Analysis of eigenvalues to select the control parameters 

of the entire distribution network 

[22] Optimal dynamic planning of interconnected 

microgrids 

Probabilistic approach for different cases with the 

locations of DERs and number of microgrids 

[23] To minimize the total load shedding of a 

distribution network under natural disasters 

Linear programming to find the optimal locations of 

DERs 

[24] To study the dynamics of the system with 

switching transients of network microgrids 

No mechanism for clustering 

Grid-friendly appliance controllers to mitigate the 

problems with transients 

[30] Robust microgrid clustering in a distribution 

system with inverter-based DERs 

Concept of interrelationships between ecological species 

translates into the dynamic behavior of DERs 

Analysis of eigenvalues to find the optimal locations of 

DERs 
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Table 2. Test system category 2: Microgrid clustering by adding microgrids to an existing system. 

Reference Objective Method 

[25] To study the operation of networked 

microgrids 

No mechanism for clustering 

Different operational scenarios are simulated for 

different modes of operation 

[26] To reduce the total operational cost of 

microgrids 

To smooth the load curves of the distribution 

network 

A two-stage optimization model subjected to the 

changes of generation cost 

[27] To assess the stability of networked microgrids 

with uncertainties of DERs 

Eigenvalue analysis for different penetrations of six 

microgrids 

[28] To introduce an energy management system 

for microgrid clusters to increase profit 

A stochastic bi-level optimization problem  

[29] To introduce an energy management system 

for microgrid clusters  

Stochastic decentralized bi-level optimization method 

for islanded and grid-connected modes of operation 

Therefore, to make the concept of microgrid clusters a widespread reality, it is necessary to 

continue the discussion and research on developing robust microgrid clusters based on actual 

distribution feeders in operation. 

3. Layout architectures of microgrid clusters 

Microgrids form a physical network to achieve local and global objectives through the interactions 

between the microgrid and the main grid. The layout among the microgrids depends on the requirements 

and agreement among microgrids. Microgrid clusters can be classified into three types based on the 

network formation: (1) parallel connected, (2) ring connected and (3) mesh connected. 

3.1. Parallel connected 

In the parallel-connected microgrid cluster architecture, all the microgrids are connected in 

parallel to the main grid, thus making a radial or star topology.  

In the star-connected topology, several microgrids are attached to the main grid through a 

common bus [37,38]. A typical example of a star-connected architecture is shown in Figure 4. If any 

microgrid has surplus power, it is transmitted to the adjacent microgrids in the cluster or to the main 

grid. On the other hand, if a microgrid experiences a deficit in generation, power is acquired through 

neighboring microgrids or the main grid. In the islanded mode of operation, the same common bus bar 

can be used for power sharing. 

In the radially connected topology, large microgrids can be connected directly to the main grid 

through separate electrical connections, with the separate point of common coupling as in Figure 5, 

and power sharing among the microgrids can only occur through the main grid. However, in islanded 

operation, all the microgrids should be self-sufficient, as there are no interconnections among 

microgrids [18].  
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Figure 4. Star connection [17]. 

 

Figure 5. Radial structure 1 [18]. 

 

Figure 6. Radial structure 2 [17]. 

If there are small microgrids in the cluster, they are connected to a large microgrid through a 

separate common bus bar, as shown in Figure 6, and they will communicate with the large microgrid 

for power sharing. This can be categorized under the radially connected microgrid cluster. In the cluster, 
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a large microgrid among the group is considered the dominant microgrid, which is responsible for 

maintaining the power flow supporting other microgrids during power deficiencies in the islanded 

mode of operation. However, a single-point failure in the dominant microgrid can lead to the failure 

of operation of the entire microgrid cluster [17]. 

3.2. Ring connected  

The ring architecture considers a concept where each microgrid in the cluster is connected to 

two adjacent microgrids in the shape of a ring, and energy and information can be shared between 

them [39–44]. Figure 7 presents the basic layout of the ring architecture.  

 

Figure 7. Ring network [17]. 

Several microgrids can be connected to the main grid, with separate points of common coupling 

for each, where power exchanges directly with the main grid [45,46]. Neighboring microgrids can 

communicate with each other to exchange power between them. The ring network has improved 

redundancy and stability compared to the radial structure. With secure fault isolation and improved 

reliability, the ring architecture becomes a suitable option for microgrid clustering. However, the 

network is comparatively complex, and the power exchange can occur between two adjacent 

microgrids and directly with the main grid. Therefore, controlling and protection of the system become 

complex [46]. 

3.3. Mesh 

In the mesh structure, microgrids are interconnected with each other, making a complex 

network [46–49]. Therefore, each microgrid is connected to all neighboring microgrids through a 

power transmission and communication network, as shown in Figure 8.  
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Figure 8. Mesh network [17]. 

Therefore, each microgrid can exchange power with the main grid and the neighboring microgrids. 

Having redundant connections, this configuration inherits improved operational performance with 

improved stability and reliability. However, control and protection of this type of complex network are 

challenging tasks [30]. Dispatching and scheduling of distributed generation of each microgrid are 

affected by all the connected microgrids and its local demand and supply [46,50]. As each microgrid 

is connected to others, power-sharing management is difficult. In grid-connected operation, the cluster 

can provide ancillary services to the main grid [20]. 

4. Line technologies used in microgrid clusters 

Microgrids in the cluster can be connected, and power transmission can be in the form of AC 

and/or DC. Efficiency, power transmission capacity, voltage drops, stability, power quality, protection 

systems and the overall cost depend on the line technology (AC and/or DC) being adopted [51–54].  

 

Figure 9. Power router architecture [56]. 
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Table 3. Power line technologies. 

 Advantages Disadvantages 

AC  Transformers can be used for changing voltage levels 

and for isolation  

Well established protection techniques can be used  

Requires power and frequency control 

Transient and dynamic instabilities 

High operational cost due to losses, skin 

effect and dielectric losses 

Need for synchronism and large power 

oscillations 

Load-dependent voltage control  

Applicable for short distances (<50 km) 

DC  Increased efficiency 

Losses are minimized with constant currents and fewer 

conversion stages  

Low variety of faults  

No electromagnetic interference 

Low operational cost and low cost associated with 

conductors and insulators 

Better transient and dynamic stability 

No reactive power controls 

Long-distance bulk power transmission 

High costs are associated with the interfaces 

Fault isolation is difficult due to the 

unavailability of a zero-crossing point 

Table 3 lists a summary of the advantages and disadvantages of line technologies applied in 

microgrid clusters. A detailed analysis of line technologies used in networked microgrids, along with their 

advantages and disadvantages, is available in [55].  

Microgrids in the cluster can be AC, DC or hybrid. For the AC systems, three-phase transmission 

is more efficient than single-phase transmission. Due to the reduced losses and the absence of reactive 

power flows, DC microgrid clusters have gained greater attention. In [56], a power electronic device 

called a power router was used to connect microgrids to the DC grid, as shown in Figure 9. 

5. Interconnection technologies used in microgrid clusters 

Power transformers and power electronics converters are usually used to interconnect different 

line technologies [18]. The dual H-bridge converter can facilitate bidirectional power flow among 

DC/DC microgrids. It uses two H-bridges and a high-frequency transformer. A phase shift has been 

introduced between the two bridges to control the active power [57,58]. The dual half-bridge topology 

can also be used for the DC/DC conversion. Even though its current ratings are twice the rating of 

switches on dual H-bridges, it reduces the voltage stress [59,60].  

In [61], a bidirectional converter with an H–bridge at the low voltage side and a push-pull 

topology at the high voltage side was proposed. Voltage source converters can be used to realize AC-

DC interconnection. Table 4 summarizes the advantages and disadvantages of interconnection 

technologies. Transformers can be used to interconnect AC systems at different voltage levels while 

providing electrical isolation at a low cost. However, they offer less controllability in changing the 

voltage levels. Conversely, power electronics converters can be used to connect both AC and DC line 

technologies with high controllability. However, the cost is considerably high. Electrical isolation and 
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controllability both can be achieved by combining a converter and a transformer. 

Table 4. Interconnection technologies. 

 Advantages Disadvantages 

Transformer Reliable and cost-effective method to change AC/AC 

voltage levels 

Low controllability  

Low operational performance 

Converter  Better voltage regulation 

High voltage controllability 

Can be applied with the interconnection of any line 

technology (AC/AC, AC/DC or DC/DC) 

Protection requirements  

Dependency on communication  

Expensive solution  

6. Performance comparison based on microgrid cluster layout architectures  

Microgrid cluster architectures can be compared in terms of scalability, protection, reliability and 

stability to evaluate their performances. 

6.1. Scalability 

The term scalability considers the capability of a microgrid cluster to accept new DERs and 

microgrids. It accounts for the possibility of the growth of existing microgrids and connection of new 

microgrids to the cluster. With the growth of microgrids, power flow, as well as power generation and 

consumption, in each microgrid would change. This affects the power import and export requirements. 

Power exchange among the microgrids is limited by the capacity of the interconnection and line 

technology, which could be improved with an additional cost to meet the augmentation requirements.  

However, if an individual microgrid in the cluster becomes more self-sufficient, the power 

exchanges among the microgrids and from/to the main grid would be reduced, and the scaling capacity 

of the system could be increased without any infrastructure augmentation. When the growth of the 

entire microgrid cluster is considered, if the cluster can be operated even in islanded operation without 

affecting the local generation-demand balance, then the scalability is better. When the growth of an 

individual microgrid is considered, it is more favorable if the microgrid is connected to other 

microgrids in the cluster at several points, as then it can facilitate more energy exchange. Hence, mesh 

architecture has better acceptance in terms of the growth of the microgrids in the cluster (or scalability). 

When new microgrids are connected to the existing microgrid cluster, the number of 

interconnections and the complexity of the system will increase. The parallel structure is the simplest 

one in this regard. However, in some parallel configurations, power exchange through the main grid 

or the dominant microgrid can make them saturate. Therefore, possible saturation can limit the 

advantage of simplicity in scalability. This drawback is avoided in the ring structure because each 

microgrid is connected to two adjacent microgrids, and its complexity is lower than that of the mesh 

structure. Table 5 compares the scalabilities for the different layout architectures. 
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Table 5. Layout architecture vs. scaling capacity. 

Layout architecture Microgrid cluster 

growing capacity 

Individual microgrid 

growing capacity 

Overall scaling 

capacity 

Complexity 

Parallel Low Medium Low Low 

Ring High Medium Medium Medium 

Mesh High High High High 

With the growth of the microgrids, the power flow will increase through interconnections, and 

this will lead to unacceptable voltage drops in AC lines, reducing the power quality. Compared to 

the AC transmission, DC transmission offers a higher transmission capacity, with minimum voltage 

drops [53,62]. Therefore, from an economic point of view, DC transmission lines with high capacity 

can be recommended.  

In an event of the interconnecting of a new microgrid to the system, even though the power 

transformers can be overloaded, power converters should be replaced with new, expensive converters 

according to the increased power exchange requirements. Therefore, economic factors limit the growth 

of microgrids if the power electronics interfaces, which offer higher controllability, are being used. 

6.2. Stability 

Stability refers to the ability of the microgrid cluster to return to the steady state after a disturbance, 

and it refers to voltage stability, frequency stability and rotor angle stability [46]. The stability of the 

microgrid cluster mainly depends on the external main grid, and it is supported by the interconnections 

among the microgrids in the cluster.  

The external grid may have synchronous generators, storage systems and other equipment to 

ensure the balance between demand and generation. The microgrid cluster, while connected to the 

external grid, provides enhanced network stability to the microgrids. However, when the microgrid 

cluster is islanded, the stability of a microgrid is supported by other microgrids in the cluster. 

In islanded operation, the stability of the cluster mainly depends on the power reserves, 

synchronous inertia, reactive power sources, etc. Therefore, unavailability of a single microgrid can 

be critical for the stability of the cluster, because it can disconnect the critical power flow balancing 

sources in the cluster. In the parallel architecture, a fault in the interconnection can completely isolate a 

microgrid, breaking the unique access to the rest of the microgrid and making the cluster less stable. 

Table 6 compares the levels of stability of the different architectures of microgrid clusters. 

The stability of AC microgrids is ensured if the voltage and the frequency are  within acceptable 

limits. The voltage stability is usually associated with the reactive power flow, and the frequency 

stability is associated mainly with the active power flow. The absence of reactive power flow favors 

the DC line technology from the stability point of view. 

The quantity and sizes of connected synchronous generators can affect the magnitude and the 

dynamics of the system frequency [63]. With the integration of renewable power generation sources 

such as solar PV arrays via power electronics devices into microgrids, the synchronous inertia of the 

system decreases depending on the controls being used. Thus, the integration of the power electronics 

converters into the system can reduce network stability. However, control algorithms integrated with 

converters can mimic the behavior of the conventional synchronous generators. Thus, it becomes 

possible for a microgrid to increase or decrease the power exchange in response to a frequency 
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deviation. Also, they can effectively control the reactive power, regulating the voltage levels. 

Table 6. Layout architecture vs. stability. 

Layout architecture Stability 

Parallel Medium 

Ring High 

Mesh High 

6.3. Reliability 

The number of elements inside microgrids, how they are controlled and how the microgrids are 

connected can decide the reliability of the microgrid cluster. Once a contingency occurs, the affected 

area will be disconnected by the protection scheme, and a part of the power consumed or generated 

will be no longer associated with the microgrid cluster. Therefore, the reliability of the cluster mainly 

depends on the connection parts and the redundancy of the system. 

An architecture with many interconnections to the main grid will have the advantage in a 

contingency. When the main grid becomes stronger, it decreases the impact on stability of a grid-

connected microgrid cluster [65]. Connections with the main grid and other microgrids become a 

drawback in terms of reliability if the protection scheme cannot ensure fast fault detection and isolation. 

Assuming the microgrids are properly connected and coordinated to ensure fast fault isolation, a 

qualitative evaluation of the reliability depending on the microgrid architecture is summarized in Table 7. 

Studies have shown that the failure rate is similar with both AC and DC technologies [66]. 

Therefore, it is not possible to identify the most reliable technology out of AC and DC. On the other 

hand, as transformers can be overloaded, their failure rate is significantly lower compared to power 

electronic converters [18]. 

Table 7. Layout architecture vs. reliability. 

Layout architecture Reliability 

Parallel Medium 

Ring High 

Mesh High 

6.4. Protection 

The protection system should protect the microgrid cluster against electrical failures, isolating the 

fault area without affecting the rest of the system. Also, it should minimize the damage that can happen 

to the assets and facilities in the affected area [67,68]. 

In a cluster of microgrids, each microgrid will import and export power to/from other microgrids 

and the main grid, leading to a bidirectional power flow. Therefore, protection and coordination should 

be designed accordingly [69–73]. In the parallel connected architecture, there may be a unique path to 

the main grid or to another neighboring microgrid. In the event of a failure at the interconnection point, 

the protection system can effect the complete isolation of the microgrid, reducing the reliability. 

However, protection coordination is very simple, guaranteeing good selectivity, discrimination, 
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accurate sensitivity and fast protection actuation. In ring and mesh architectures, the microgrids are 

operated in closed-loop operation, having more interconnections. Therefore, a robust protection 

system and a good communication system are required. Due to the high complexity, the cost will 

also increase [74].  

Table 8. Layout architecture vs. protection requirements. 

Layout architecture Selectivity applicability Coordination requirements Overall protection   difficulty 

Radial High Low Low 

Ring Medium Medium Medium 

Mesh Low High High 

Table 8 compares the fulfillment of protection requirements for the different layout architectures. 

The protection scheme should detect the direction of the power flow and the fault current level, which 

depend on the network and available generation. When a fault occurs within a microgrid, the fault 

current is supplied by local distributed generation and other microgrids in the cluster. Under DC line 

technology, power electronics converters are required, and they cannot withstand high fault current as 

power transformers do. Therefore, fast fault detection and isolation systems are required to minimize 

the damage that can occur to the infrastructure. More sensitive relays and breakers should be employed 

for fast fault detection and isolation. Also, with DC technology, it is difficult to interrupt high fault 

current, as it makes a large arc during a fault, and contactors within the breakers have to move far away 

if fault current limiting technology is not incorporated. However, in AC, fault isolation at zero crossing 

reduces the intensity of the arc [75].  

Power transformers can withstand a fault for about two to five seconds, and it depends on the 

rated power of the transformer. Fuses are being used to protect small transformers, while differential, 

earth fault, overvoltage, current, thermal, overload, etc. protections are being used to protect large 

transformers. However, power converters can withstand overvoltage and overcurrent for a lower time 

duration than transformers, and they demand more accurate protection, making the cost of protecting 

power converters higher [54,55]. 

7. Control structures used in microgrid clusters 

Optimal power sharing and regulation of the voltage and frequency in the microgrid cluster are 

challenging tasks due to different operating scenarios and system architectures [76]. There are two 

major control structures being used: namely, (1) hierarchical structure and (2) distributed structure. 

7.1. Hierarchical control structure 

In the hierarchical control structure, control objectives are divided into three control layers [20]. 

Figure 10 illustrates a hierarchical control structure used in microgrid clusters. 
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Figure 10. Hierarchical control strategy for networked microgrids [20]. 

In the primary control layer, local control operations are implemented. Voltage and frequency 

regulation, active and reactive power control, islanding detection and local protection are achieved in 

the primary control layer [77]. The secondary control layer ensures voltage and frequency regulation 

due to the deviations done by the control actions in the primary level. Other than that, grid 

synchronization, optimal operation of DERs and real-time energy management are performed by the 

secondary control layer [78]. The distributed network operator in collaboration with the third control 

layer performs the market operations, such as economic dispatch and unit commitment. 

7.2. Distributed control structure 

The distributed control structure considers a two-level structure [20]. Figure 11 illustrates a 

typical distributed control strategy adopted in microgrid cluster control. In the distributed primary 

control layer, voltage, current and frequency regulation, islanding detection, grid synchronization and 

load power management are at the microgrid level in a fully distributed manner [27]. In the secondary 

control level, each microgrid shares the information with other microgrids and the distributed network 

operator to perform the market operations and optimum power flow.  

A comparison of some of the features of hierarchical and distributed control strategies is given in 

Table 9. A detailed analysis of various control strategies used in networked microgrids, along with 

their advantages and disadvantages, is available in [20]. Even if the hierarchical control strategy can 

provide the best possible supervision for a well-defined network, it does not support the growth of the 

microgrid cluster. However, with the distributed control strategy, more flexibility can be achieved to 

expand the existing network with “plug-and-play” functionality. The hierarchical control strategy can 

guarantee better economic operation of the microgrid cluster compared to distributed control.  

However, flexibility and scalability are the most important aspects of a robust microgrid cluster. 

Therefore, research has been focused mostly on the distributed control strategy, which is more robust 

in the operational aspect compared to the hierarchical control strategy. 
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Figure 11. Distributed control strategy for networked microgrids [20]. 

Table 9. Comparison of control structures. 

Control layers of distributed and hierarchical control structures have different time scales. 

Normally, the operating time of the primary layer is in the range of the microsecond scale, and it 

increases and scales up with the number of layers. So, the control signal may be lost or get delayed 

during the transmission due to communication delay caused by the scaling property of the control 

structures. Furthermore, the high sampling rate and control strategy adopted can worsen the situation, 

leading to instability of the microgrid cluster [79].  

Information and command signals to implement the control objectives of the microgrids are 

transmitted as data packets via the communication network. If the data is encoded with the IEC 61850 

protocol, then the size of the data packets is confined to between 32 and 200 bytes. Signals associated 

with protection and control are critical for the safety and stability of microgrid clusters, and they do 

not entertain latency and data loss. However, control objectives on the secondary and tertiary layers of 

control structures do not expect accurate data, as for those in the first control layer. Therefore, it can  

accommodate considerable latency [80–82].  

Table 10 lists a summary of maximum latency requirements for different control objectives of 

microgrids according to two different protocols. 

Any delay or data corruption degrades the efficient operation of the microgrid cluster, reducing 

stability and safety. Cyberattacks on microgrids can be classified into three major attacks: (1) data 

availability, (2) data integrity and (3) data confidentiality.  

Cyberattacks can create economic and technical/physical issues in microgrid clusters. Therefore, 

Feature Hierarchical control Distributed control 

Reliability Moderate High 

Plug and play Low High 

Flexibility/Expandability Low High 

Communication bandwidth Low High 

Time/Space complexity High Low 

Design complexity Complex Simple 
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cybersecurity is an important aspect to be considered in the operation of networked microgrids. 

Different cybersecurity mechanisms can be implemented to improve the resilience of microgrid 

clusters by incorporating simple cyber hygiene principles [83]. More details on the cybersecurity of 

microgrid clusters can be found in [84]. 

Table 10. Maximum latency requirements for different control objectives of microgrids. 

Task IEC 61850 ETSI open SG protocol 

Protection 4 ms 1–10 ms 

Control 16–100 ms 100 ms 

Messages requiring immediate action 1A: 3 or 10 ms 

1B: 20 or 100 ms 

Not specified 

Time synchronization Accuracy Not specified 

Monitoring 1 s 1 s 

Operation and maintenance 1 s Not specified 

8. Control concepts used in control layers 

During the discussion of main control structures, it was identified that in each control layer, there 

are control objectives being used to coordinate the operation of the microgrid cluster. Each control 

objective can be implemented using four main controlling concepts: namely, (1) centralized control, (2) 

decentralized control, (3) hybrid control and (4) distributed control. 

8.1. Centralized control 

In the centralized control concept, all the micro-source controllers and load controllers are 

handled by a central controller using a bidirectional communication system, as shown in Figure 12(a). 

The central controller receives the local information, such as current and voltage measurements and 

load and demand data, from each microgrid in the cluster and then processes the data within it, 

executing the algorithms considering the objectives and constraints [16].  

Then, control actions are sent back to the microgrids, and they are executed by the local 

controllers. Therefore, the central controller manages the power flow among the microgrids and the 

load and demand balance in the system. Also, it participates in economic aspects while keeping 

stability in the system. Therefore, the overall benefit of the system is maximized. However, the central 

controller has a high computation burden, and with the increasing number of microgrids, with high 

renewable penetration, the central controller can fail in some situations. Failure in the central controller 

can lead to the total failure of the entire cluster [85–87]. For this reason, the centralized control concept 

is not very popular in the implementation of microgrid clusters. 
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(a) Centralized control scheme. 

 
(b) Decentralized control scheme.  

 
(c) Distributed control scheme.  

Figure 12. Comparison of control schemes [16]. 

8.2. Decentralized control 

The decentralized control concept considers a concept where each microgrid in the cluster 

determines its control actions independently. The local controllers of each microgrid process the data 

provided by microcontrollers and load controllers, with a reduced burden compared to the central 

controller in the centralized approach, and send the control actions to local controllers. Figure 12(b) 

shows the control structure of the decentralized approach. A microgrid can operate autonomously, and 

control actions can be generated for the optimal operation of each microgrid without relying on any 

communication among individual microgrids. Therefore, each local controller has the responsibility 

of collecting necessary information in order to optimize the microgrid operation. Therefore, 

decentralized control increases the stability of each microgrid in the cluster with a reduction in 

communication failures. Also, due to the autonomous operation capability, the cluster can scale in size. 

A failure in a microgrid does not affect the operation of the entire microgrid cluster [88]. The droop 

control, as an effective decentralized method, could accomplish power sharing among different sources 
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in AC and DC microgrid clusters without relying on the communication network [89,90]. However, 

the control of the renewable energy resource in droop control mode rather than maximum power point 

tracking (MPPT) mode leads to poor utilization of renewable energy sources. A decentralized control 

strategy is proposed in [89] for a hybrid AC/DC microgrid cluster to realize autonomous power 

exchanges between sub-grids in a single microgrid and among microgrids. Considering the restriction 

of the energy storage, an adaptive droop control method was proposed to coordinate the power sharing 

via a DC bus in the hybrid cluster 

However, when it comes to the entire cluster, with the decentralized control, the optimum 

operation cannot be guaranteed, due to the absence of communication among microgrids [91,92]. Each 

microgrid tries to work on the individual objectives without knowing the information of other 

neighboring microgrids, which increases the competitiveness across the cluster. Therefore, this 

structure is more suitable for a microgrid cluster with different owners for individual microgrids. 

8.3. Hybrid control 

The hybrid control concept has the features of both the centralized and decentralized concepts, 

resulting in a central controller at the microgrid cluster level and local controllers at the microgrid 

level [93]. The control structure is similar to the centralized control structure shown in Figure 12(a). 

Local controllers of each microgrid perform energy management while optimizing the operation of a 

particular microgrid. The central controller is informed in case of a surplus or deficit of energy. 

Therefore, the central controller comes into action and negotiates with microgrids to ensure the optimal 

state of the cluster and the generation-demand balance [41,42]. This structure has become popular due 

to its flexibility and low operational costs. 

8.4. Distributed control 

The distributed control concept considers a two-level operation to optimize the microgrid cluster. 

Central controllers, called central agents, and micro-controllers and local controllers of microgrids take 

part in the control concept via two-way communication, as shown in Figure 12(c). Each agent is 

connected to the neighboring agents, making it possible to share the information of each microgrid 

with other agents. Therefore, the operation of each microgrid in the cluster is controlled and 

coordinated by multiple dispersed central agents. This structure eliminates the competitiveness that 

exists in the decentralized structure, and the optimal operation can be achieved [94]. 

However, since the data of each microgrid are being shared among the agents, security is 

compromised [94,95]. 

9. Applicable grid synchronization scenarios 

A microgrid cluster is expected to operate in both islanded and grid-connected modes, and the 

system should allow a seamless transition between the two operating modes. The voltage phasors on 

both sides of the point of common coupling should be synchronized with each other before an islanded 

microgrid cluster is reconnected to the main grid. The mismatch can create an excessive transient current 

in the cluster, which depends on the cluster topology and the level of mismatch [96]. The grid voltage 

phasor is uncontrollable. Therefore, the microgrid cluster side phasor is controlled to match the voltage 



394 

 

AIMS Energy Volume 10, Issue 3, 375–411. 

phasor, which has three components: magnitude, frequency and phase shift. Previous works related to 

synchronizing the microgrid clusters are scarce. However, several algorithms have been used in 

previous studies to synchronize a single microgrid with the main grid. These include methods 

involving the discrete Fourier transform (DFT), phase-locked loops, nonlinear least squares and 

artificial intelligence, as discussed below. 

The discrete Fourier transform (DFT) can be used to transform a time domain waveform into a 

frequency domain with time information [97,98]. A recursive DFT technique was proposed to filter 

incoming grid voltage. Even if this technique offers a high degree of resistance against noise, a phase 

shift can occur between the filtered voltage and the grid voltage [99]. Therefore, an improved phase 

detection method, named sliding DFT, was proposed to get a robust performance with fast transient 

response under grid contingencies [100]. This method is based on a simple operation and requires less 

time to extract a single frequency component. 

 

Figure 13. The basic structure of a PLL [101]. 

A phase-locked loop (PLL) is the simplest effective and robust synchronization mechanism to 

track voltage, phase angle and frequency [101]. It has been used in a wide range of applications, such 

as control systems, communications and instrumentation [102,103]. As shown in Figure 13, a PLL has 

a non-linear closed-loop feedback control system, and it consists of three main blocks: 1) a phase 

detector (PD), 2) a loop filter (LF) and 3) a voltage controlled oscillator (VCO). The phase detector 

compares the two input signals, and the error signal is filtered by the loop filter. It is fed to the voltage 

controlled oscillator to generate the output phase. This feedback control system continues until the 

phase error becomes minimal, and then the output phase is locked. However, the performance of the 

system decreases when the power electronics converters are integrated with weaker grids. This 

situation can be worsened with the presence of voltage imbalances and harmonic distortion. Therefore, 

numerous improvements were introduced to mitigate these issues [104,105].  

The nonlinear least squares method aims to minimize the square error between the modeled and 

measured signal. However, the performance of the algorithm can be affected by the choice of sampling 

frequency [41], and the estimation of the harmonic content of the periodic signal can make the 

algorithm complex. A tuned resonator-based filter bank was proposed to solve for periodic signal 

estimation in [106]. 

Artificial neural networks can be used in conjunction with the least-squares technique to identify 

phase, amplitude, frequency and harmonic deviations in power systems [101]. Results have shown that 

the method proposed in [107] has a very fast response and a high convergence rate. 
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10. Protection of microgrid clusters 

The electrical protection system of a microgrid cluster should be properly designed for reliable 

operation in both grid-connected and islanded operations. With microgrid clusters, bidirectional power 

flow can be seen among neighboring microgrids and between the main grid and microgrids. 

Use of protection devices and coordination should be done properly to avoid protection problems 

such as false tripping and blinding protection [108]. Also, conventional protection schemes 

implemented on a single microgrid cannot be used to solve the protection problems of microgrid 

clusters with more interconnections among microgrids. In the event of a fault, the protection system 

should quickly isolate the fault section with the operation of the remaining healthy system. Even 

though the literature on electrical protection of microgrid clusters is scarce, a few studies can be found 

discussing the electrical protection of parallel connected microgrid clusters. However, most of them 

have focused only on either the islanded operation or grid-connected operation of the microgrid cluster, 

as discussed in the following subsections. 

10.1. Current and voltage 

The magnitude and phase differences of the admittances of different feeders before and after a 

fault were used to develop a protection scheme in [109] for detecting internal faults in microgrid 

clusters. Feeders are classified as double-terminal feeders, single-terminal feeders (DG feeders) or load 

feeders, depending on their location. Three criteria were proposed for determining the type of feeder 

on which the fault occurs. At three different locations of a parallel connected cluster architecture in 

grid-connected operation, phase-phase-to-ground faults are simulated, taking into account the 

interconnections and layout of the DG sources and microgrids in the cluster. The magnitude and angle 

of the admittance associated with each feeder are calculated using the current and voltage of each 

feeder. The location of the fault is determined by comparing the admittances of the feeders to that of a 

healthy feeder on a continuous basis. 

The superiority of the proposed scheme and accuracy were demonstrated through theoretical 

analysis and simulations. With the added redundancy in the protection criteria, faults at different 

feeders can be effectively identified. Since high impedance faults do not create significant impacts on 

current and voltage waveforms, the algorithm does not perform as expected during such faults. 

10.2. Overcurrent 

High fault current levels are the basis for the overcurrent protection scheme. The fault current will be 

high enough for the overcurrent relays to function once a fault occurs within the microgrid [110–112]. 

Even if an instantaneous overcurrent relay provides high-speed protection once a high current level is 

detected, inverse time-delay overcurrent relays can be coordinated so that the relay closest to the fault 

is activated before the neighboring relays [9]. The characteristic curves of the relays can be used to 

change their time delays, and they can be used to provide backup protection to the adjacent feeder. 

Based on the overcurrent technique incorporating insulated-gate bipolar transistor-based solid-state 

circuit breakers (SSCBs), a method for detecting and isolating the faulty sections of islanded DC 

microgrid clusters was proposed in [113]. The controllers associated with each breaker send the 

interruption command when the flowing current exceeds a threshold value, as shown in Figure 14. The 
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proposed system’s ability to detect short circuit current and maintain DC cluster safety has been proven. 

Simulation results show that the proposed short-circuit interruption strategy is fast enough to maintain 

DC microgrid safety along with stabilization and operational performance improvement. However, 

due to the limited current contribution from inverter-connected DG sources, the fault current is 

significantly lower when the microgrid cluster is in islanded operation compared to grid-connected 

operation to activate the overcurrent relays. As a result, it may cause relays to malfunction, resulting 

in protection issues. 

 

Figure 14. SSCB fault current control system [113]. 

10.3. Differential protection 

A differential protection scheme can be used to protect a specific zone or piece of equipment, 

where it uses the differences between the inputs and outputs to identify the faults. Differential 

protection schemes easily detect internal faults without being affected by the different fault current 

levels or the presence of DG sources. Therefore, it is reported as a good protection scheme for both 

AC and DC microgrids [114,115]. 

A protection scheme for fault detection in the DC link of two interconnected microgrids was 

presented based on differential current as the secondary protection scheme in [116]. A fuzzy logic-

based algorithm was used to detect the fault condition, depending on the differential current. The flow 

chart presenting the proposed protection method of [116] is shown in Figure 15. This scheme 

minimizes the false tripping associated with low thresholds set to detect high impedance faults in 

conventional differential protection schemes. A laboratory-scale prototype implementation of the 

proposed protection scheme had proven that faults are detected within a few milliseconds. 
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Figure 15. Flow chart of differential protection [116]. 

10.4. Hybrid protection scheme 

A flexible protection scheme was introduced for islanded microgrid clusters using 

microprocessors that implement protection strategies such as differential protection, high impedance 

fault (HIF) detection and directional protection in [117]. The flow chart presenting the proposed 

protection method of [117] is illustrated in Figure 16. The protection scheme considers different fault 

current levels that have arisen from different fault scenarios for a successful protection scheme. 

Primary protection is facilitated by the combination of three protection methods.  

Differential protection sends trip signals if the current difference across a feeder exceeds the 

threshold values. The high impedance protection module extracts fault-imposed component from the 

three-phase fault current and converts it into sequence components. The system imbalance ratio is 

defined as the division of the sum of the negative- and zero-sequence components by the positive-

sequence component. The fault ratio given by the division of the system imbalance ratio and the 

measured current is compared with the threshold value to detect the fault condition. The directional 

protection module measures the phase angles of the sequence components of the three-phase currents 

and compares them with the phase angles of the sequence components for the three-phase voltages to 

send the trip signal if the threshold is exceeded. If the primary protection fails to operate, backup 

protection based on differential current sends the trip signal to the adjacent breaker. 
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Figure 16. Flow chart representing the proposed protection scheme [117]. 

10.5. Adaptive protection 

Adaptive protection architecture is an online protection scheme that can be applied for protection 

of various system topologies under all short-circuit fault operating conditions. A variety of techniques 

are adopted in adaptive protection of microgrids. However, the simple technique presented in [118] 

includes having two sets of relay threshold values for islanded and grid-connected modes. Relay 

settings are updated with changes in microgrid status while different trip delays are used to deal with 

changes in fault current levels. 

An adaptive protection method was introduced for microgrid clusters in [108]. It changes the 

relay characteristics according to the layout of the microgrid cluster and the time delay of the trip signal 

depending on the different fault current levels. Figure 17 shows the flow chart representing the 

proposed protection technique in [108]. The controllers are expected to identify the layout of the 

microgrid cluster, considering the significant changes in generation and load. Depending on the cluster 

configuration, the operating parameter of the inverse-time overcurrent characteristic curve of each 

relay is determined. The protection scheme is controlled using a hierarchical control structure, which 

requires a microgrid cluster central controller, microgrid controllers, measurement devices, relays, 

circuit breakers (CBs) and communication links. Once a fault occurs, due to contributions from each 

connected DG source to the fault current, there will be bidirectional power flow. Therefore, the central 

controller determines the threshold values for each relay considering fault current contributions by 

individual DG sources. Also, considering the direction of the power flow, the DG sources that are 
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contributing to the total fault in each feeder section can be determined. Therefore, the protection system 

continuously monitors the current and compares it with the threshold values. If the values exceed the 

threshold values, then the corresponding operating time is determined based on the characteristic curve 

defined for each relay. Once the time duration of the overcurrent condition exceeds the delay time, the 

relay sends the trip signal to the breaker. The effectiveness of the protection strategy was evaluated for 

a cluster of two microgrids. 

 

Figure 17. Adaptive protection [108]. 

In this section, a comparative analysis of the performances of each fault detection technique was 

presented. To summarize the above analysis, the applicabilities, strengths and drawbacks of the fault 

detection techniques of microgrid clusters are provided in Table 11. 

A reliable protection system is required to ensure fast fault isolation and to maintain safety for the 

rest of the microgrid cluster. Also, during the fault clearance, electric arcing should be suppressed and 

decreased to increase the lifetime of the circuit breakers. For AC faults, this is possible with an 

interruption at the moment of the zero-crossing point of the waveform.  

However, for DC faults, interruptions are required to have an interrupting capability of fault 

currents with high speed to avoid huge short-circuit currents and destruction of the components. The 

fault protection becomes a critical factor in DC microgrid clusters, as a fault is fed by more than one 

microgrid with more interconnections, and slow-moving mechanical breakers cannot ensure fast fault 

isolation. 
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Table 11. Comparison of applicabilities, strengths and drawbacks of fault detection schemes. 

Scheme Applicability Strength Drawbacks 

Overcurrent 

protection 

 DC microgrids 

 Islanded mode 

 Parallel connected 

architecture  

 Relatively fast short-circuit 

interruption 

 Stabilization and operational 

performance improvement 

 Longer life span of the breakers 

 Expensive option with 

semiconductors  

 False tripping due to different levels 

of fault current with dynamic 

changes of the cluster 

 

Hybrid 

protection 

scheme 

 AC microgrids 

 Islanded mode 

 Parallel connected 

architecture 

 Allows the system to isolate small 

sections where the faults exist  

 Responds to different levels of fault 

currents with more than one 

microgrid 

 Requires communication links to 

operate 

 Possibility of failure in operation 

with different microgrid structures 

 

Feeder 

admittance 

based 

protection 

 AC microgrids 

 Grid-connected and 

islanded modes 

 Parallel connected 

architecture 

 Simple and flexible fault detection  

 High sensitivity and reliability 

 The burden on the communication 

requirement is reduced 

 Malfunction with high impedance 

faults 

Differential 

current based 

fuzzy 

protection 

 DC microgrids 

 Microgrid 

interconnection system  

 Grid-connected and 

islanded modes 

 Parallel connected 

architecture 

 Enables fast fault detection  

 Allows equipment with lower-rated 

insulation capacity 

 High impedance faults can be 

detected  

 

 Requires high-speed communication 

and synchronization 

 Current limiting power electronics 

devices can make fault detection 

difficult 

 

Adaptive 

protection 

 AC microgrid cluster 

 Grid-connected and 

islanded modes 

 Parallel connected 

architecture 

 Allows the system to isolate small 

faulty sections and change the relay 

settings according to the cluster 

configuration 

 Protection problems such as 

blinding of protection, false tripping 

and failed reclosing can be clearly 

addressed 

 

 Requires high-speed communication 

and microprocessor online operation 

 Failure of the central controller or 

the communication network can 

cause the protection to fail 

The overcurrent protection system proposed in [114] for the DC microgrid cluster uses high-speed 

semiconductor breakers offering high speed and a longer lifespan with the absence of moving 

mechanical parts. However, dynamic changes in the microgrid cluster operation can cause the 

protection scheme to malfunction. During islanded operation, fault current contributions from inverter-

based DG sources are limited. Therefore, the overcurrent protection cannot provide successful fault 

detection in both grid-connected and islanded modes with the same relay settings. Therefore, 

overcurrent protection should be improved to change the relay settings accordingly for the successful 

detection of faults under varying fault levels associated with the different operating conditions of the 

microgrid cluster. 

The current and the voltage characteristics of different feeders can significantly affect the 
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measured admittances associated with them. Based on the changes of the phase differences and 

amplitudes of measured bus admittances before the fault and after the fault, in [109] a criterion was 

used to detect the fault location and isolate the fault section in an AC microgrid cluster. As the 

protection techniques consider the pre-fault and post-fault conditions, dynamic changes of the clusters 

do not impact the accuracy of fault detection. Even if the measurement requires only the current and 

voltage distribution, leading to a reduced burden on the communication requirement, high-speed 

communication is required to inform the controllers about the dynamic changes of the system structure 

and to acquire the real-time data. However, as in the overcurrent protection, the high impedance faults 

cannot be detected by the comparison of the admittances. 

Differential protection can protect a piece of equipment or a transmission line in the event of a 

fault in an AC or DC microgrid cluster. However, high impedance faults cannot be detected with high 

current threshold values. On the other hand, with low threshold values, the main controller makes wrong 

decisions and trips the system due to power swings, even if no fault has occurred. In [116], A fuzzy 

logic-based criterion considering the rates of change of the current at the input and output was used to 

detect the fault condition. Even if the protection technique is able to detect almost all kinds of faults, 

the power electronic devices limit the rate of change of current, causing the protection scheme to 

malfunction. 

The interconnections among microgrids and bidirectional power flow can lead to protection 

problems in a microgrid cluster. Therefore, a combination of several protection techniques can 

overcome the limitations associated with an individual protection method. The hybrid protection 

proposed in [117] provides accurate and fast fault isolation. However, research can be conducted to 

optimize protection techniques to respond to different fault current levels associated with different 

dynamic changes of the microgrid cluster. In contrast to the conventional overcurrent protection, 

adaptive protection changes the relay characteristics with the dynamic changes of the microgrid cluster, 

addressing protection problems such as blinding protection, false protection and failure to reclose. The 

adaptive protection scheme proposed for AC microgrid clusters in [104] considers the variations of 

generation and demand, and relay thresholds and tripping time delays are adjusted according to fault 

current levels to achieve accurate fault isolation. Inverse time characteristics of the overcurrent relay 

ensure faster tripping at severe fault conditions. The protection system effectively isolates the faulted 

sections and enables continuous operation of the healthy sections for several configurations of two 

interconnected microgrids. However, the protection scheme is a communication-based protection 

technique. It requires a high-speed communication system to carry the information of the system 

changes to the central controller. Also, a large amount of data is processed within the central controller 

to determine the characteristics of each relay. This process will become very complex as the numbers 

of interconnections and protection devices increase. 

The reported protection techniques for microgrid clusters are validated using only two 

interconnected microgrids. Also, assumptions such as balanced static loads and DG sources with fixed 

power output are considered. However, due to the intermittency of renewable energy resources, the 

same power flow cannot be expected in practice. To partly address this issue, in [108], connected 

microgrids were operated as net loads or net generators. To achieve realistic results, use of unbalanced 

loads and dynamic modeling of the distributed generators need to be considered. 

A microgrid is capable of operating in both islanded and grid-connected modes. In a microgrid 

cluster, microgrid islanding can occur when the grid power is interrupted or when neighboring 

interconnected microgrids are disconnected. The transition between two operating modes is done by 
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the circuit breaker at the point of common coupling (PCC) and the circuit breakers at the 

interconnections among individual microgrids. The change in microgrid operation mode can lead to 

the change of fault current level during a fault and cause protection problems.  In the islanded mode 

of operation, fault current is supplied only by the sources in the microgrid, and hence the fault current 

magnitude is greatly reduced due to current-limiting power electronics inverters [118]. Therefore, 

detecting the islanding condition effectively is necessary to avoid protection problems. Also, islanding 

detection within the shortest period is a necessary requirement to save a microgrid or entire microgrid 

cluster from collapsing. More details on existing islanding detection methods in a single microgrid can 

be found in [119,120]. However, islanding detection in microgrid clusters having several 

interconnection points among two or more microgrids requires further investigation. 

Communication links between different relays and controllers used in [108,116,117] lead to time 

delays with more microgrids even if high-speed communication is required. Also, these strategies have 

not considered the possibility of communication link failures. Alternative coordination strategies can 

be developed to detect and isolate faults when the communication links fail. This would make the 

protection coordination strategies more robust. However, decentralized protection systems without 

depending on the communication link are an under-researched topic that requires further investigation. 

11. Conclusions and future trends  

This paper analyzed microgrid cluster architectures and explored the current status of protection 

techniques and their limitations. Furthermore, the existing test systems adopted in microgrid clusters 

were compared. Also, the controlling concepts used in implementing control objectives and grid 

synchronization methods were discussed briefly. Microgrid clusters are still at the research stage, but 

the concept of microgrid clusters will continue to grow with high renewable energy penetration into 

the distribution system. Implementation of ring-connected and mesh-connected microgrid clusters 

would be challenging. To make microgrid clusters into a widespread reality, it is necessary to continue 

the discussion to overcome the challenges associated with microgrid clusters. 

The following are the specific conclusions and recommendations: 

 A significant amount of research has been done on developing test systems for microgrid clusters 

considering two methods: 1) dividing the existing test system into interconnected microgrids and 2) 

connecting microgrids to an existing distribution network at different locations. The first 

technique considers optimizing the controlling objectives by varying the locations of exiting 

DERs, while the second method focuses on optimizing the operation of the microgrid network 

with added microgrids. However, those systems cannot be identified as benchmark systems in 

new studies with the little information provided in the literature.  

 Reported interconnected microgrids are categorized into three architectures: (1) parallel 

connected, (2) ring connected and (3) mesh connected, considering the layout. Their robustness 

was analyzed considering four aspects: (1) scalability, (2) stability, (3) reliability and (4) 

protection. The mesh microgrid cluster architecture has comparatively higher robustness vs. the 

other architectures, due to the higher number of interconnections associated with it. However, the 

protection coordination in the interconnected complex network requires further investigation to 

have accurate and fast fault isolation before the practical implementation of the mesh-type 

architecture.  

 Four main types of controlling concepts—(1) centralized control, (2) decentralized control, (3) 
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hybrid control and (4) distributed control—used in achieving control objectives were analyzed. 

Each controlling method has its own advantages and limitations associated with it. Therefore, it 

is not possible to distinguish a particular controlling method as the best one. Thus, careful 

selection of the controlling concepts at different levels of control structures according to the 

requirements would enable the optimal operation of the entire network, increasing the reliability. 

 Bidirectional power flow among interconnected microgrids and between an individual microgrid 

and the main grid makes fault detection and localization challenging compared to the protection 

of individual microgrids. Protection problems such as false tripping, blinding protection, etc. 

make the protection coordination complex, and overall protection becomes difficult with the 

number of interconnections among interconnected microgrids. Conventional protection systems, 

such as overcurrent, distance, impedance and differential protection, require modification to suit 

the fault characteristics associated with dynamic changes of the microgrid cluster layout. 

Adaptive protection based on overcurrent relays can be identified as a solution for the protection 

of the interconnected microgrids, with its ability to change the relay characteristics according to 

the system changes. 

 Synchronizing methods were analyzed, even if they are proposed on individual microgrids with 

a single grid in-feed. However, their applicability to interconnected microgrids with several grid 

in-feeds is an under-researched topic that requires further investigation. 

 Although different techniques have been used to develop test systems for interconnected 

microgrids, the stability of the test systems under islanded mode operation is still a topic that 

requires further investigation. For example, stability of the microgrid cluster under different 

operating conditions, subjected to intermittencies of the non-dispatchable distributed generators, 

is an important consideration during the clustering, and more research needs to be carried out. 

 Most of the reported studies on microgrid clusters have been focused on the control and protection 

of parallel connected microgrid clusters. It is necessary to continue the discussion and research to 

overcome the protection and controlling challenges associated with the other types of more robust 

microgrid cluster architectures to make them a widespread reality. 
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